
www.manaraa.com

ABSTRACT 

 

COBURN, JONATHAN DAVID. Erosion Characterization of Advanced Plasma Facing Materials 

(PFMs) for Magnetic Fusion Reactors (Under the direction of Dr. Mohamed Bourham and Dr. 

John Gilligan). 

 

Plasma-facing materials in future large-scale fusion reactors must be designed to withstand 

high heat fluxes from extreme off-normal events such as edge localized modes and unmitigated 

plasma disruptions. The erosion rates of possible tungsten-alternative materials were tested under 

high heat flux conditions in the DIII-D National Fusion Facility and the electrothermal (ET) 

plasma source facility at Oak Ridge National laboratory. The plasma-facing materials of interest 

are high-purity β-3C CVD silicon carbide and MAX phase ceramics Ti3SiC2 and Ti2AlC. A new 

analysis method was developed to characterize net erosion using a combination of focused ion 

beam microscopy, scanning electron microscopy, and atomic force microscopy. SiC and Ti3SiC2 

were exposed to both L- and H-mode plasma discharges in the DIII-D divertor using the DiMES 

probe. Samples survived average heat fluxes of 2 – 10 MW/m2 over 16 seconds.  The new micro-

trench erosion measurement technique measured Ti3SiC2 and SiC erosion rates of 0-9 nm/s and 

27-73 nm/s, respectively. Additionally, average ion impact angle estimates for an incident B-field 

angle of ~1.5° from surface parallel were made using micro-trench impact patterns. Measurements 

ranged from θ = 24º - 34º with respect to Bt and φ = 51.5º - 55º below the surface normal. Samples 

of SiC, Ti3SiC2 and Ti2AlC were exposed to the ET plasma source along-side tungsten and 

monocrystalline silicon. Samples experienced heat fluxes of 0.9 – 1 GW/m2 from single and 

multiple 1 ms plasma discharges. Tungsten samples exhibited pronounced melt-layer formation 

and deformation, with measured molten pits 2 – 10 μm in diameter and melt-layer depths of up to 

7 μm deep. Surface erosion rates for Ti3SiC2 and Ti2AlC ranged from 80 – 775 μm/s and 85 – 470 

μm/s, respectively. Both MAX phases exhibited extreme surface fracture and material ejection, 

with damage depths past 4 μm for Ti2AlC and 11 μm for Ti3SiC2. SiC displayed the best 

performance, in one case surviving 15 consecutive ET plasma exposures of about 0.9 GW/m2 heat 

flux with an average erosion rate of about 26 μm/s and no surface fracturing. SiC erosion rates 

ranged from 23 – 128 μm/s. Comparing material performance across both experiments, high-purity 

CVD SiC exhibits the best overall potential for use as a plasma-facing material in large-scale 

fusion reactor.   
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CHAPTER 1 – INTRODUCTION 

 

1.1 – Introduction  

 

The quality of life in various countries is often correlated with per capita energy usage [1]. 

As the population increases and as the developing world evolves closer to the needs and lifestyles 

of the developed world, global energy demand is expected to drastically increase. Some estimates 

predict that electricity demand alone will increase by a factor of 3 by the year 2050 [1]. Rather 

than rely on fossil fuels, the world is slowly but deliberately moving towards carbon-free energy 

sources in an effort to secure reliable energy while combating global climate change. Carbon-

neutral, carbon-free, and renewable energy sources have the potential to fill some of this need and 

are rapidly being developed, particularly wind and solar power. However, in the best-case 

development scenarios, even accounting for advanced energy storage technologies, these 

renewable sources are hindered by both low energy density and temporal variations. A global 

energy solution depends on the operation of a clean, reliable source of baseload power. Nuclear 

fission is a viable option to meet this demand, although it is still plagued by concerns of safety, 

radioactive waste, and proliferation.    

Fusion energy offers an attractive solution to the growing global demand for energy. If 

properly harnessed, engineered, and controlled at an affordable cost, electricity generation from 

nuclear fusion can provide nations with energy security while avoiding further environmental 

degradation from fossil fuels [1]. It offers the same upsides of nuclear fission without the concerns 

of accident scenarios or proliferation, all with minimum, short-lived radioactive waste. Harnessing 

nuclear fusion in a controlled, sustainable way is a research challenge that spans back over 50 

years. Multiple methods of fusion energy production have been explored, including magnetic 

confinement, inertial confinement, electrostatic confinement, and pinch configurations [1]. 

Tokamak-based fusion devices, which utilize magnetic confinement methods, have demonstrated 

the greatest fusion energy performance thus far [2]. Global progress in tokamak fusion experiments 

has even motivated the construction of the International Thermonuclear Experimental Reactor 

(ITER), the world’s first large-scale tokamak device designed to achieve net fusion energy gain. 

However, many physics and engineering challenges remain for ITER and beyond. Harnessing 

nuclear fusion in a controlled, sustainable way is a multifaceted challenge. The goal of this 

dissertation is to contribute to the ongoing fusion research addressing these challenges. Of the 



www.manaraa.com

   

2 

 

many research topics, this dissertation delves into the investigation of suitable plasma-facing 

materials for advanced magnetic-confinement fusion reactors. In doing so, this research will play 

a small but important part in making fusion power a viable global energy solution.  

 

1.2 – Background on Tokamak Devices 

 

Magnetic confinement fusion devices take advantage of the electric charges of plasma 

particles and confine them in a magnetic bottle. Specially designed magnetic field configurations 

restrict charged particle motion across the magnetic field lines while promoting motion along 

them. The name “tokamak” is an acronym of the Russian words “тороидальная камера с 

магнитными катушками” (toroidal'naya kamera s magnitnymi katushkami), which translates to 

“toroidal chamber with magnetic coils” [2]. In the tokamak, the plasma is formed in the shape of 

a torus through specifically designed toroidal and poloidal magnetic field configurations. A 

toroidal magnetic field Bφ is not sufficient to confine the plasma alone, as the curvature of the field 

lines produces opposing particle drifts for the charged ions and electrons [2]. This effect leads to 

a charge separation, electric field formation, and eventual loss of plasma. For a tokamak, a poloidal 

magnetic field Bθ is added by imposing a toroidal current within the plasma, often at a much 

smaller magnitude than Bφ. The combined toroidal and poloidal magnetic field lines spiral around 

the torus structure in nested toroidal surfaces, forming what are referred to as closed magnetic flux 

surfaces [2]. Lastly, to counteract radial expansion forces, vertical magnetic fields are induced via 

vertical field coils to achieve radial equilibrium. Figure 1.1 highlights how the toroidal and 

poloidal field lines are developed in a tokamak device using magnetic field coils.   Figure 1.2 

demonstrates the physics behind particle motion in a toroidal magnetic field versus a toroidal plus 

poloidal field configuration.  
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Figure 1.1 – Schematic of a tokamak magnetic field configuration [3]  
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Figure 1.2 – (a) A simple toroidal magnetic field configuration, demonstrating the particle drifts, 

charge separation, and E x B drift that arises. (b) A helical magnetic field from toroidal and 

poloidal field components, which removes charge separation. (c) Tokamak configuration. (d) 

Stellerator configuration. (e) Reversed field pinch configuration. [2] 
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Modern tokamaks operate in a diverted shape which deviates slightly from the 

configuration in Figure 1.2 (c). In this configuration, the last closed flux surface is opened up such 

that a cross point, or X-point, is formed as in Figure 1.3 (Right). The now open magnetic flux 

surfaces are then directed to target plates in a component called the divertor. The divertor is 

designed to manage the thermal loads from plasma particles that escape the separatrix, are 

transported through the scrape-off layer, and eventually impact the divertor plates at the strike 

point location [1,2]. Divertors allow for efficient exhaust of escaped plasma particles and helium 

ash, reducing the impact of built-up impurities on the plasma core. The tokamak plasma is usually 

initiated in a limited configuration, then the plasma shape is modified into a diverter configuration 

using the poloidal field coil currents [1]. Depending on the design, tokamaks can operate with a 

single diverted configuration at the top or bottom of the torus, as in Figure 1.3, or with a doubly 

diverted configuration.  

 

 

Figure 1.3 – (Left) A composite image of the interior of the JET tokamak before and during plasma 

operations, highlighting the plasma impact within the lower divertor region. (Right) A cross-

section outlining the regions of a diverted tokamak plasma [4] 

 

The basic tokamak design has significantly advanced through the past few decades. There 

have been extensive improvements in confinement, transport properties, operating density, and 

plasma stability, allowing for the discovery and exploration of new, efficient confinement regimes. 

The fusion triple product (nTτ), a combination of the plasma density, temperature, and 

confinement time, designates the minimum requirements to achieving a “burning fusion plasma”, 
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where plasma heating by products of the fusion reaction is sufficient to balance out thermal losses 

and maintain the desired plasma temperature. Achievements in the triple product have kept pace 

with other high-tech industries, increasing at a slightly higher rate than Moore’s Law, at least up 

to the 1990’s [5]. Figure 1.4 highlights this growth rate in fusion capabilities compared to processor 

chips and particle accelerators. Today, tokamaks are the most advanced toroidal confinement 

system and are the most promising candidate for the first generation of fusion reactors. By further 

increasing the reactor size and magnetic field strengths, energy storage and confinement are 

expected to finally improve to the point of generating a burning fusion plasma and surpassing 

energy breakeven.  

 

 

Figure 1.4 – Performance comparison between tokamak plasma achievements (blue), the energy 

of particle accelerators (green), and the number of transistors on processor chips (red). The relative 

performance of fusion plasmas is defined by the fusion triple product. The dashed line indicates 

the performance expected on ITER [5] 

 

International fusion research effort has culminated in the design and construction of the 

ITER device. Scientists and engineers from over 35 nations have banded together to construct the 

world’s first tokamak device capable of producing net fusion-energy [1,2,6]. ITER is scaled to be 

10 times greater than today’s largest tokamak devices in order to increase the amount of plasma 

stored energy and potential of fusion energy production [6]. A cross-section of the ITER device is 
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displayed in Figure 1.5 which highlights important design features and components and their 

material composition. ITER is introducing plasma-facing materials (PFMs) and components 

(PFCs) to a largely unexplored territory. The combination of high particle fluxes, over long pulse 

lengths, at high power flux densities raises serious material integrity questions that must be 

addressed. The materials and designs for ITER’s plasma-facing components have already been 

solidified and are currently under construction. Although ITER is planned to be the first fusion 

device to generate net fusion energy, it will not capture the power it produces as electricity. Next-

generation fusion devices will be required that are scaled and designed based on ITER’s 

performance. These fusion reactors will demand even greater fusion performance and will likely 

require advanced material solutions to counter any problems uncovered during ITER operation. 

Thus, any next-generation materials studies should begin by evaluating material performance 

under ITER-like conditions. 

 

 

Figure 1.5 – The ITER tokamak design [7] 

 

1.3 – Current Fusion Reactor Materials 

 

The main functions of the tokamak first wall and divertor PFCs are to capture high-energy 

neutrons and protect in-vessel components from radiative and conductive heat loads, all while 

minimizing plasma impurity concentrations. Unlike today’s operating machines, ITER will be the 
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first to experience significant net erosion due to its high power, long pulse operations. Normal 

operations will see large but manageable heat loads on PFCs on the order of 0.25-10 MW/m2 [8,9]. 

The main hazard in regard to heat flux driven erosion comes from off-normal, transient events 

which grow in severity with increased plasma stored energy. In particular, materials must 

withstand high heat fluxes from edge localized modes (ELMs), vertical displacement events 

(VDEs), and thermal quench phases of plasma disruptions. Erosion from these extreme events 

degrades PFM lifetime and disperses particulates/aerosol into the reactor’s vacuum vessel, further 

quenching the plasma and coating the interior components. For ITER, uncontrolled type I ELMs 

and disruptions are capable of producing GW/m2 scale heat fluxes during QDT = 10 operations 

[2,10].   

To meet these requirements and others, ITER has chosen a combination of beryllium and 

tungsten as plasma-facing materials, which are then supported by other structural and shielding 

materials like copper and steel. The entire first wall will be comprised of beryllium. Beryllium is 

mainly chosen for its low-Z properties that minimize the impact of impurities in the plasma core 

[11]. It is also non-reactive with hydrogen isotopes and a natural oxygen getter. Solid beryllium 

has been used in the JET tokamak for both limiter and divertor tiles and has demonstrated good 

plasma compatibility through multiple operations [12]. The trade-off is a high rate of physical 

sputtering and a low melting point if any undesired plasma impact occurs. For the divertor, ITER’s 

original strategy was to take a multi-stage approach, starting with a carbon-fiber-composite (CFC) 

and W divertor for the non-nuclear phase of operation and then moving to a full W divertor for 

deuterium-tritium (DT) operations [10]. The major downsides to using CFC were strong tritium 

retention and chemical sputtering, rendering the material unusable during D-T operations. For that, 

tungsten is the material of choice due to its high melting point and high-Z, which strongly reduces 

erosion due to physical sputtering. However, tungsten’s high-Z also means any W impurities will 

have an extreme impact on plasma performance due to radiation losses. A CFC divertor, which is 

low-Z and sublimates rather than melting, offered a more forgiving material that would reduce 

risks of material damage as ITER came online. ITER has now elected to forego CFC and start 

operations with a full W divertor, which is expected to survive well into the nuclear phase [8]. 

R&D efforts by ITER scientists have been accelerated to determine how to safely operate a W 

divertor in the high power, high stored energy device. The two main issues are core impurity 

concentration and material integrity. The most outstanding and complex issue associated with W 
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is the possibility of material melting under transient heat fluxes [8]. ITER is expecting to meet 

these demanding material challenges; the divertor and first wall designs are complete and are 

currently in the procurement phase.  These concerns set the precedent for next-generation fusion 

material studies, in which materials must be designed to be superior to Be and W in reactor-

relevant environments.  

 

1.4 – Purpose of Study 

 

The goal of this dissertation is to characterize the relative erosion properties of advanced 

plasma-facing material candidates and compare them to current fusion material choices. Studies 

were undertaken to analyze the erosion of selected PFMs under the high heat flux conditions 

expected in future tokamak reactors, for 5 – 10 MW/m2 steady state conditions and ~GW/m2 

transient conditions due to ELMs and disruptions. A dataset of the erosion rate of these materials 

was developed so that materials can be easily compared to one another. This dataset was comprised 

of both simulated and experimental data spanning a wide range of heat flux regimes: physical 

sputtering, melting, and sublimation dominated erosion regimes. The plan leverages the 

relationship between NC State University, Oak Ridge National Laboratory, and the DIII-D 

National Fusion Facility to carry out collaborative research using state-of-the-art fusion facilities 

and simulation tools. In doing so, the desire is to collect enough data to create a chart similar to 

the one in Figure 1.6, comparing the erosion rates of the candidate PFMs to current fusion materials 

across reactor-relevant heat flux regimes.  
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Figure 1.6 – A sample PFM erosion rate comparison as a function of impinging heat flux, 

representing the final results goals of this research work.  

 

A secondary goal of the dissertation is to utilize advanced microscopy capabilities for any 

experimental PFM sample analysis. It is important to physically measure any erosion thickness 

using a non-destructive, post-mortem technique. In collaboration with Oak Ridge National 

Laboratory, a new analysis method was developed for larger material samples that are more 

representative of plasma-facing components. Material samples were successfully characterized 

before and after all plasma exposure experiments using this method.  
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CHAPTER 2 – EROSION MECHANISMS OF PLASMA FACING MATERIALS 

 

Plasma-surface interactions within the tokamak lead to erosion of the first wall 

components, especially during abnormal events with high heat flux exposures and high energy 

particle impacts. This material loss from the wall then causes an influx of impurities into the 

plasma, where impurities can either enter the core plasma or be redistributed along the walls due 

to material transport [1]. The combination of erosion, material transport, and re-deposition will 

result in some components undergoing net material erosion while others experience net material 

deposition. It is the areas where net erosion is prevalent that limit the plasma-facing component 

(PFC) lifetime [1]. In present-day tokamak devices, the net erosion of divertor plates has a minimal 

impact on PFC lifetime. Typical discharge times are on the order of seconds, with records as high 

as 100 s [2,3,4]. The bigger concern for these short discharges is the release of impurities into the 

core plasma, which dilutes the plasma composition and leads to unwanted power loss from thermal 

radiation [3]. However, for ITER and the large-scale reactors that will follow, higher heat and 

particle fluxes over hundreds of seconds of exposure time make net erosion a serious concern [1]. 

Plasma-facing materials must be chosen to offer low erosion losses while balancing other concerns 

for plasma contamination, tritium retention, neutron activation, and effects on the 

thermal/mechanical properties.  

When discussing material erosion, it is important to distinguish between gross and net 

erosion. Gross erosion refers to all loss of material that occurs from the surface, ignoring where 

that material is transported. It is often measured in-situ in tokamaks using spectroscopic methods. 

Net erosion refers to the total amount of material that leaves and is deposited onto the surface, 

accounting for any redeposition of material that occurs at the measurement area. The redeposition 

process is complex in a tokamak environment. For sputtering-dominated erosion, atoms with large 

Larmor radii can exhibit prompt redeposition in a strong magnetic field. There can be local 

redeposition where sputtered ions barely interact with the plasma edge, or there can be global 

migration and redeposition as ions are transported through the plasma edge and core. Unless an 

experiment is specifically designed to prevent redeposition, what is usually measured in post-

mortem analysis is inherently the net erosion from a given plasma exposure.   
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2.1 – Physical Sputtering  

 

A material surface can begin the erosion process even before approaching it’s melting 

temperature when the surface experiences impact from high-energy particle fluxes. This 

phenomenon occurs when plasma particles, either ions or neutrals, strike the surface with high 

enough energy to remove surface atoms via collisions. This is classically referred to as physical 

“sputtering”, the removal of surface-level lattice atoms via particle bombardment which can 

drastically change the surface morphology [5]. Erosive sputtering was first observed almost 150 

years ago on cathodes in electric gas discharge tubes and was consequently named “cathode 

sputtering” [5].  

Mass loss due to sputtering is one of the many physics mechanisms that take place when 

high-energy particles impact a material. Today the physics of sputtering is relatively well 

understood. If the binding energy of lattice atoms in the target material is small (10’s of eV) 

compared to the energy of the impacting particle, a scattering event between the two will result in 

the lattice atom being knocked out of its position via momentum transfer. The atom knocked away 

is known as the “primary knock-on atom” (PKA). Depending on the angle of impact and ejection, 

the PKA can either be itself sputtered or go on to collide with other lattice atoms and form 

“secondary knock-on atoms” (SKAs). These SKAs can themselves escape the surface as sputtered 

atoms. Several physical sputtering regimes can be identified depending on the energy of the 

incident particles, the impact angle, and collision cross sections for the projectile/target pairs [5]. 

The single knock-on regime refers to when PKAs receive enough energy to sputter away from the 

surface, without having enough energy to generate sputtering SKAs. This regime is typical for 

light ions and lower energy heavy ions. The linear cascade regime represents what happens when 

PKAs do possess enough energy to generate a cascade of SKAs that increase the sputtering yield. 

The spike regime applies to heavy ion impacts, where the collision density within the target lattice 

is so high that the majority of atoms in an entire volume are displaced.  

Physical sputtering only occurs if the surface atom receives enough energy to exceed its 

surface binding energy [3]. The threshold energy, ET, represents the incident ion energy below 

which sputtering cannot occur. For the most extreme case of head-on collisions, ET is given by:  

𝐸𝑞. 1.      𝐸𝑇 =
𝐸𝑠

𝛾(1 − 𝛾)
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Where Es is the surface binding energy, which is often taken as the energy of sublimation, 

and γ is in this case the maximum energy fraction that can be transferred in a two-body collision, 

𝛾 = 4𝑚1𝑚2/(𝑚1 + 𝑚2)2 [2,3]. The most common sputtering event for light incident ions, i.e. D 

and T, involves two collisions: a projectile ion penetrates the material and collides within the 

lattice, reflecting the projectile back towards the surface layer. The second collision then occurs 

on a first-layer atom from below, ejecting that lattice atom [2]. The additional term of (1-γ) in 

Equation 1 accounts for this reflection process [3].  

Physical sputtering is often characterized in the literature by the sputtering yield, Y, which 

represents the number of sputtered atoms per incident particle. Y is dependent on the projectile 

and target masses, the projectile energy and angle of incidence, the target material’s threshold 

energy and energy of sublimation. Experimental results are usually summarized by plotting the 

sputter yield against the incident ion energy E. If Y is plotted against E/ET, there is a general, semi-

empirical curve that describes the sputter yield of a given projectile/target pair across a wide energy 

range [3]. For ions of normal incidence (θ = 0), this sputter yield curve takes the form of the 

Bohdansky formula [2,3]: 

𝐸𝑞. 2    𝑌(𝐸, 𝜃 = 0) = 𝑄𝑆𝑛 (
𝐸

𝐸𝑇𝐹
) 𝑔 (

𝐸

𝐸𝑇
) 

where Q is the yield factor, which depends only on the surface binding energy and the ion/target 

masses.  Sn(E/ETF) is the nuclear stopping cross section, where ETF is a characteristic Thomas-

Fermi energy, and g(E/ET) takes into account threshold effects, both of which have analytical 

forms [2,3]: 

𝐸𝑞. 3       𝑆𝑛(𝜀) =
3.441√𝜀 ln(𝜀 + 2.718)

1 + 6.355√𝜀 + 𝜀(6.882√𝜀 − 1.708)
 ,     𝜀 =

𝐸

𝐸𝑇𝐹
 

𝐸𝑞. 4      𝑔(𝛿) = (1 − 𝛿
2
3) (1 − 𝛿)2 ,     𝛿 =

𝐸𝑡ℎ

𝐸
  

 With known values for Q, ET, and ETF, Equation 3 can be used to predict sputter yields of 

normal incidence for any ion/target combination. Example sputter yield curves for different 

ion/target pairs are shown in Figure 2.1. The sputter yield decreases with increasing sublimation 

energy, increases with increasing incident particle energies, increases with increased projectile 

mass, and decreases with increased target mass. As for angular dependence, the sputter yield 

increases as the angle of incidence θ increases with respect to the surface normal [3,5]. To the first 

order, Y increases by a factor of cos(θ). Angular distribution calculations of incident ions when 
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they impact a divertor or first wall are difficult. There are effects of the ion Larmor radius, the 

acceleration in the plasma sheath, E x B drift effects, and the surface roughness [3, 6]. The effective 

sputtering yield for tokamak experiments is typically about twice that of code predictions for 

normal incidence, which is often deemed good enough by experimenters [2,3]. As for the sputtered 

atoms, their angular distribution is approximated well enough by a cos(θ) distribution. Strong 

crystalline effects have been observed in single-crystal targets.  

 

 

Figure 2.1 – Energy dependence of the physical sputtering yield for Be, C, and W by D and self-

sputtered ions, calculated from the TRIM Monte Carlo Code [3] 

 

2.1.1 – The Plasma Sheath 

 

An overview of the plasma sheath and its impact on ion parameters is essential when 

considering erosion due to physical sputtering. The electrostatic plasma sheath, also known as the 

Debye sheath, represents a relatively thin layer of plasma attached to the divertor (or limiter) target 

surface [3]. Since the electron thermal velocity is higher than that of ions, the more mobile 

electrons reach the wall earlier, building up a negative charge. This capture leads to a depletion 

zone for the electrons, causing an electric field to establish near the target surface which repels 

electrons and attracts ions [3,7]. The acceleration effect within the electric field causes both 

electrons and ions to reach the ion sound speed cs at the sheath edge, given by Equation 5 [3].  
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𝐸𝑞. 5    𝑣𝑖 = 𝑣𝑒 = 𝑐𝑠 = [
𝑇𝑖 + 𝑇𝑒

𝑚𝑖
]

1
2
 

The floating electric potential that forms between the target surface and the sheath edge, 

Vf, is determined by the requirement of zero net current at the surface: 

𝐸𝑞. 6    𝑉𝑓 =
1

2

𝑇𝑒

𝑒
ln [

2𝜋

(1 − 𝛿)2
(

𝑚𝑒

𝑚𝑖
) (1 +

𝑇𝑖

𝑇𝑒
)]  

 Where δ is the total secondary electron emission coefficient due to both ions and electrons. 

For a deuterium plasma, for example, with Te = Ti and δ = 0, Vf ≈ -3Te/e [3]. Example variations 

in electric potential, ion velocity, and electron and ion densities ne and ni, along with distinctions 

between the plasma, pre-sheath, and Debye sheath, are portrayed in Figure 2.2.  

  

 

Figure 2.2 – (Left) Various zones of charge balance within the plasma sheath that forms outside 

of a plasma-facing wall component [7]. (Right) Example spatial variation of the electric potential, 

ion velocity vi, and ion and electron densities ni and ne within the electrostatic plasma sheath [3] 

 

 The typical thickness of the Debye sheath is on the order of a few Debye lengths, which is 

typically 10-5 – 10-6 m [2,3,7]. The presence of an electric potential within this thin sheath directly 

affects ion motion, accelerating them towards the plasma-facing surface. This trajectory is further 

complicated in the presence of a strong magnetic field. Charged electrons and ions gyrate along 

magnetic field lines due to the Lorentz force as they travel through the bulk plasma. Although the 
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core plasma is nested within closed flux surfaces, modern tokamaks operate in a diverted 

configuration as described in Section 1.2. These divertors are designed such that the open magnetic 

field lines within the scrape-off layer impact the divertor surface at shallow, oblique angles, often 

a few degrees from the surface parallel [2,3]. The presence of the angled magnetic field lines causes 

a magnetic pre-sheath to form. This sheath, also known as the Chondura sheath, is quasi-neutral 

and is typically a few Larmor radii in thickness, on the order of mm to cm [2,7].  Figure 2.3 

highlights the different zones of the combined Chondura and Debye sheaths and their impact on 

electron and ion motion.  

 

Figure 2.3 – Zones of the plasma sheath in the presence of an oblique magnetic field [2] 

 

 The gyromotion of high-energy ions causes variance in the initial trajectory when entering 

the magnetic pre-sheath and Debye sheath, further altering the ion motion as it accelerates towards 

the plasma-facing surface. One further complication arises from the combined presence of the 

magnetic and electric fields within the total plasma sheath. An E x B drift force manifests, 

deflecting the ‘guiding center motion’ of the gyrating ions in a direction perpendicular to the 

magnetic field lines [7,8]. This drift force combined with the gyromotion drastically changes the 

ion impact angle in the 3D space. Figure 2.4 depicts a computational model of ion motion as they 

approach the divertor surface, accounting for gyromotion, acceleration in the Debye sheath, and 

the effects of E x B drift, highlighting their combined effect on the final ion impact angle onto the 

plasma-facing material surface.  
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Figure 2.4 – Computed ion trajectories for D+ ions with varying initial velocity distributions, 

where the R-Z plane represents the material surface at Y = 0 [8]. 

 

 As discussed in Section 1.2, the sputtering yield for a given ion/target pair is dependent on 

the incident energy and impact angle. Thus, it is important to understand that changes in the total 

plasma sheath, either by the tokamak operating conditions or by the surface geometry itself, will 

change the ion impact parameters and thereby alter the amount of erosion by physical sputtering.   

 

2.2 – Melting and Boiling 

 

The surface temperature of plasma-facing components will rise under prolonged exposure 

to high energy plasma fluxes. For metallic materials, the surface can begin to melt and/or boil, 

paving the way for macroscopic erosion mechanisms much more severe than physical sputtering. 

Under steady-state operation in ITER-scale devices, key PFCs like ITER’s W divertor and Be first 

wall will be designed with adequate cooling such that normal operating temperatures will be well 

below material melt limits. However, during high energy transients from ELMs and disruptions, a 

complex combination of melting, boiling, and vaporization are predicted. For a single off-normal 

event, surface vaporization losses may be on the order of microns, while melt layer thicknesses 

could range from tens to hundreds of microns [9,10]. Such deep melt layers are what set the stage 

for massive material loss. Figure 2.5 provides illustration of this problem with example 
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calculations of temperature, melt layer thickness, and vaporization thickness in tungsten for a 10 

MJ/m2, 1 ms disruption [11]; Figure 2.5 also shows results from QPSA plasma gun experiments 

which demonstrate the melting of ITER W mono-blocks under ITER-relevant conditions [12]. 

 

 

 

Figure 2.5 – (Left) An example calculation of temperature, melt layer thickness, and vaporization 

thickness in tungsten for a 10 MJ/m2, 1 ms disruption using HEIGHTS [11]. (Right) Experiment 

results from QPSA plasma gun demonstrating the melting of ITER W mono-blocks under ITER-

relevant conditions [12]. 

 

The formation of a surface melt layer does not directly imply a loss of material, just a 

change of state from solid to liquid. It is the interaction of that melt layer with phenomena within 

the tokamak environment (plasma fluxes, Lorentz forces, pressure gradients, gravitational forces, 

etc.) that can lead to severe erosion through melt-layer motion and splashing [9,10,13]. 

Macroscopic splashing of the developed melt layer can lead to a continuous ejection of molten 

metals into the plasma core, risking plasma contamination and termination if the molten droplets 

are too large and/or frequent [9,10]. If the melt layer surface temperature exceeds the boiling 

threshold, the formation and bursting of surface bubbles can cause additional material loss as liquid 

droplets are ejected into the plasma with each burst [10].  

Estimating an average erosion rate for material surfaces in the melting/boiling regime is 

naturally complicated. The dynamics of melt layer formation are governed by: 1) the temperature-

dependent thermal conductivity and specific heat of the material, 2) the magnitude, angle, and time 

duration of the impinging heat flux, and 3) cooling systems, if applicable. Separately, once melt 
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layer dynamics are accounted for, the various causes of melt layer loss are largely dependent on 

the tokamak/device exposure conditions. Plasma pressure gradients and Lorentz forces have both 

been experimentally observed to play a major role in melt layer motion [12]. On the TEXTOR 

tokamak, for example, melt layers were observed to flow perpendicular to the B-field direction on 

W limiter samples [9,12]. This motion was attributed to the Lorentz force. In experiments on 

QPSA, a linear plasma accelerator, macroscopic motion of molten material at the edge of erosion 

craters was concluded to be caused by plasma pressure gradients [9]. In various electrothermal 

plasma experiments, melt layer motion on liner surfaces was observed to follow the plasma flow 

direction [13,14]. In addition, gravitational forces must be considered for any angled PFCs. 

Finally, ELMs and disruptions can lead to drastic changes in pressure gradients, magnetic and 

electric fields, and plasma fluxes, all of which will alter melt layer motion.  

Multiple theoretical models for the melt layer have been explored in the literature, focusing 

on complex variables such as viscous stability, splashing wave velocity, droplet ejection rates, 

bubble growth, etc. [9,10,14]. Since the erosion phenomena in this region cannot be directly 

correlated to just the impinging heat flux, the specific mechanisms for modeling melting/boiling 

mass loss fall outside the scope of this dissertation and will not be studied in detail.  

 

2.3 – Sublimation  

 

Not all materials exhibit melting when exposed to high heat fluxes. Under high temperature 

vacuum conditions, some non-metallic materials instead undergo direct sublimation. Example 

materials include graphite and silicon carbide, both of which are important to this dissertation 

work. Sublimation directly leads to macroscopic erosion as vaporized material leaves the PFM 

surface and enters the core plasma. In general, the energy needed to sublime a substance depends 

on the material and its temperature, and must be enough to [15]:  

 

1) Excite the solid substance to its maximum heat (energy) capacity 

2) Sever all intermolecular interactions holding the solid together 

3) Excite the unbonded atoms of the substance so it reaches a minimum heat (energy) capacity 

in the gaseous state 
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This amount of energy is commonly referred to as the heat of sublimation or energy of 

sublimation. For normal substances that transition through all 3 phases, the magnitude of the 

energy of sublimation can be thought of as a combination of the energies required to transition 

from solid to gas, as seen in Figure 2.6. 

 

 

Figure 2.6 – Sample graph of Temperature vs Energy Change for a substance, showing the 

relationship between the heat of sublimation, heat of fusion, and heat of vaporization. Based on 

[15]. 

 

If a plasma-facing material exceeds its temperature threshold and enters a sublimation 

dominated regime, the erosion rate of the material surface becomes directly proportional to the 

heat of sublimation: 

𝐸𝑞. 7    𝑛̇𝑎𝑏𝑙𝑎𝑡𝑖𝑜𝑛 ∝
𝑄′′

𝐻𝑠𝑢𝑏
 

Where 𝑛̇ is the number density of the ablated material, Q’’ is the heat flux impacting the 

material surface, and Hsub is the heat of sublimation [14,16]. In this regime, the erosion rate should 

linearly increase as the impinging heat flux increases. The delivery mechanism for the heat flux 

becomes irrelevant (changes in ion species/density/temperature, increased radiant heat flux, etc.), 

as any deposited energy above the Hsub threshold will go on to continuously sublimate the material 

surface. 
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It is important to note that this simple relationship only applies to the heat flux that directly 

impacts the material surface. Phenomena such as vapor shielding modifies the equation by 

introducing a vapor shielding factor to account for energy absorption through the vapor shield. For 

high intensity, short timespan plasma exposures, the continuous evaporation of material can form 

a vapor cloud above the PFM surface. This vapor cloud then inadvertently absorbs a fraction of 

the energy from the incoming heat flux, shielding the surface and reducing its erosion rate by 

reducing the heat flux magnitude at the material surface [14]. Shielding effects such as vapor 

shielding depend on both the vapor species and the physics of the heat flux delivery mechanism. 

Thus, any changes in plasma flux parameters can turn PFM erosion rates into a non-linear 

relationship in the sublimation regime and should be accounted for.  

 

2.4 – Other Erosion Mechanisms 

 

There are a few special cases of material erosion mechanisms that are not related to the 

goals of this dissertation, but are worth covering for consistency. The first is often referred to as 

chemical sputtering. Chemical reactions between incident ions and/or neutrals with the PFM 

surface can lead to measurable erosion as gaseous product molecules form and leave the material 

surface [3]. In fusion devices, the most commonly observed example occurs between hydrogen 

isotopes and carbon, such as the below reaction for methane. 

𝐸𝑞. 8    4𝐻 + 𝐶 → 𝐶𝐻4 

Carbon in particular has been extensively used as a limiter or divertor material due to its 

low Z, low sputtering yields, and lack of melting. However, its chemical sputtering yields can be 

comparable or even higher than the physical sputtering yields, depending on the plasma conditions 

[2,3]. The hydrocarbons that chemically form have a low binding energy with the surface, and thus 

can be released at relatively low temperatures. Additionally, unlike physical sputtering, there is no 

well-defined threshold energy below which chemical sputtering stops [2,3]. Thus, for carbon, 

chemical sputtering can dominate during low temperature plasma discharges and under detached 

divertor conditions. 

Another common erosion mechanism comes from arcing on the plasma-facing material 

surface. In general, arcing occurs when material evaporates from a cathode surface, ionizing and 

allowing for the flow of current in the presence of a high electric potential. Current flows within 
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the cathode or anode to a localized point on the surface, where joule heating leads to electron 

emission via either thermionic or field emission [3]. In a plasma environment, the presence of the 

plasma sheath over a PFM surface can produce what’s known as unipolar arcing.  Electrons from 

the arcing point on the PFM (acting as a cathode) are accelerated through the plasma sheath away 

from the surface [3]. These arcs then lead to erosion at the origin points on the cathode due to 

extreme heating. Surface material is released in the form of ions, neutrals, and solid or molten 

droplets. Although electron temperatures of only 5-10 eV are needed to initiate an arc, ion ejections 

at energies of 50 – 100 eV have been observed [3]. The magnitude of macroscopic erosion from 

vapor and droplet ejection is dependent on the arc current, the material composition, and starting 

material temperature. One interesting feature of arcing is the well documented arc direction in 

tokamak devices. In the presence of strong magnetic fields, arcing is observed to occur in the 

direction opposite the J x B force on both limiters and walls. Although arcing is commonly seen 

in tokamaks, it is usually only observed during the current rise, before the plasma reaches MHD 

stability. As devices improve and steady state plasma discharges are elongated, the relevance of 

erosion rates from arcing will conceivably be minimized. 
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CHAPTER 3 – ABNORMAL EVENTS: DISRUPTIONS AND EDGE LOCALIZED 

MODES  

 

3.1 – Disruptions  

 

Disruptions in a tokamak are defined as a rapid loss of the confined plasma and its intrinsic 

plasma current. Such disruptions result in major heat loads to plasma facing components (PFCs) 

and materials (PFMs) within the tokamak, as well as large electromagnetic forces on the tokamak 

structural components [1]. The energy stored within the tokamak plasma increases with larger 

device dimensions; if L = the linear dimension of the device, then the stored energy rises as L5, 

and the energy dissipated during a disruption rises as L3 [1]. If the reactor doubles in size, energy 

loads imparted to the tokamak wall, even if uniformly distributed, increase by an entire order of 

magnitude. Thus, disruptions become a major constraint when designing large tokamaks such as 

ITER, which is about double the size of JET. The major issues that arise from a disruption in a 

tokamak device are as follows:  

 

1) Rapid heat loss from the plasma will impact the inner wall and the divertor.  For a high 

performance ITER plasma, ~350 MJ of thermal energy will be dissipated in ~1ms, with an 

impact duration of 1.5-3 ms [1,2].  

2) Large electromagnetic forces will act upon the conducting structure that contains the 

plasma. These forces are due to induced eddy and halo currents, which in ITER could be 

upwards of 8000 tons [1].  

3) High energy runaway electrons due to rapid decay of the plasma current, which have the 

potential to damage the inner wall. For ITER, it is estimated that 10 MA of current can be 

generated by 10-20 MeV runaway electrons [1].  

 

These key issues highlight the need for adequate disruption detection, avoidance, and 

mitigation when designing large tokamaks such as ITER. Without avoiding and mitigating 

disruptions, severe damage can occur to the device, limiting its capabilities to achieve a burning 

fusion plasma.  
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3.1.1 Causes of Disruptions 

 

Plasma disruptions are bound to occur when performance stability limits are exceeded. The 

main controlled parameters in a tokamak are the plasma current (Ip), the toroidal magnetic field 

(Bϕ), the plasma density often determined by the electron density (ne), the additional plasma 

heating, and finally the shape of the plasma [1]. Additional heating may be due to high energy 

neutral particles injected into the plasma or due to radio frequency (RF) waves that resonate with 

ion and/or electron gyro-frequencies (ICRH or ECRH).  This heating controls the plasma 

temperature and kinetic pressure, influencing the pressure profile.   

The first publication on disruptions in tokamaks was by E. P. Gorbunov and K. A. 

Razumova in 1963, entitled “The effect of a strong magnetic field on the magnetohydrodynamic 

stability of plasma and the containment of charged particles in the ‘Tokamak’”. The paper focuses 

on how plasma becomes unstable in tokamaks and stellerators for currents much less than the 

critical current outlined by the Kruskal-Shafranov criterion [3].  This stability criterion is for a 

simple model, an ideally conducting plasma column (with a circular cross-section) in a strong 

magnetic field surrounded by a vacuum.   

𝐸𝑞 1.          𝑞(𝑎) =
𝑎𝐵𝜙

𝑅𝐵𝜔
> 1 

Where a, R are the minor and major radii of the plasma, and 𝐵𝜙 and 𝐵𝜔 are the toroidal 

and poloidal magnetic fields, respectively [4]. The ratio q represents the helicity of magnetic field 

lines at the plasma edge, and is often referred to as the safety factor due to its close connection to 

disruptions [5]. Disruptions observed in the 1963 publication showed that the Kruskal-Shafranov 

criterion was only approximate and led to a change in theoretical requirements for stability to q(a) 

> 2. This change in safety limitations began a more thorough scientific investigation of disruptions 

in tokamak devices.   

Disruptions themselves are usually caused by macroscopic changes in plasma stability. The 

typical sequence of events for a disruption is highlighted below in Figures 3.1 and 3.2. 
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Figure 3.1 – Sequence of events for a typical tokamak plasma disruption [1] 

 

 

Figure 3.2 – Plasma parameters during a theoretical disruption on ITER [2]. There is a rapid loss 

of plasma stored energy (red), usually seen in the electron temperature Te, representing the thermal 

quench. What follows is a gradual decay of plasma current (blue), which is the current quench 

phase. Finally, the growing helical distortion in the plasma during the disruption, before the 

thermal quench, can result in a vertical displacement of the plasma current centroid (black).  

 

Hard limits on tokamak operating space are imposed by various modes of instability that 

can arise.  In diverter tokamaks the limit at 95% of the edge poloidal flux, q95, is a good estimate 

for the edge-q, such that the operating limit becomes q95 > 2. For example, modes of instability 

referred to as ideal external kink modes, shown visually in Figure 3.3, become unstable for an 
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edge-q < 2. Additionally, there is an empirical limit to the plasma density known as the Greenwald 

limit, which is directly proportional to the average current density. This limit is due to the increased 

edge radiation that occurs at higher density, which can lead to radiative collapse, MHD 

destabilization, and a disruption [1,5].  

 

𝐸𝑞 2.  𝐺𝑟𝑒𝑒𝑛𝑤𝑎𝑙𝑑 𝐿𝑖𝑚𝑖𝑡:                𝑛𝑒(1020𝑚−3) < 𝑛𝑔(1020𝑚−3) =
𝐼𝑝(𝑀𝐴)

𝜋𝑎2
 

 

At the hard limit of q95 ~ 2, instabilities grow extremely fast, on the Alfven timescale πRo/va 

(~1 μs). Throughout the disruption itself, the plasma evolves through force-balance equilibria over 

a range of timescales. The shortest time scale is approximately 1 millisecond, 1000x the Alfven 

timescale, while the longest timescale can be on the order of a second [6]. The wide variation in 

causes, time scales, and expressions of plasma disruptions are what make them difficult to predict, 

let alone avoid and mitigate. 

Although this dissertation work is more focused on the impact of disruptions on plasma-

facing materials, a brief overview of disruption causes and classifications will be covered here. 

Some sources focus solely on the MHD instabilities responsible for a disruption [1], while others 

focus more on the root cause of the instability rather than its characteristics [5]. Looking at the 

modes of MHD instabilities themselves, it’s easy to classify instabilities by answering three 

questions [1]: 

 

1) What drives the instability? Common drivers include plasma current, pressure, and 

particle/density. 

2) Is it a “resistive” or “ideal” instability? Ideal instabilities refer to cases when flux 

surfaces within the plasma are preserved, such that the instability only changes their 

shape. These instabilities are often called “kink” instabilities since they tilt and kink 

the plasma. Zero resistivity is also implied for ideal MHD instabilities. Resistive 

instabilities, on the other hand, require changes in the magnetic field line topology, 

usually in small regions such as the X-points. Although small, these regions strongly 

impact the global plasma equilibrium. Resistive instability modes typically manifest as 
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tearing modes and neoclassical tearing modes, the names of which imply the tearing 

and reconnection of the magnetic field lines.  

3) What is the location of the instability? Internal modes refer to instabilities inside the 

plasma, while external/free boundary modes refer to events at the plasma boundary.  

 

The original disruption experiments testing the Kruskal-Shafranov criterion were 

concerned with external kink modes. As previously stated, these instability modes tilt and kink the 

plasma away from an ideal toroidal shape; for external kinks, it is the plasma boundary that is 

distorted rather than the core magnetic field lines. These pressure-driven external kink modes limit 

the operating β and ultimately limit the pressure that can be achieved in ideal plasmas [7]. Internal 

kink modes are also possible, as seen in Figure 3.3. 

Tearing modes manifest by breaking or tearing magnetic flux surfaces, forming magnetic 

islands within which particle motion is confined. With a finite plasma resistivity, ideal MHD 

breaks down around rational surfaces when the safety factor q happens to match up with the 

poloidal and toroidal mode numbers: 𝑞 = 𝑛/𝑚. The safety factor q inherently represents the 

number of toroidal transits per poloidal transit a particle takes while traversing the tokamak, where 

m is denoted the poloidal mode number and n the toroidal mode number [7, 8]. There are classical 

tearing modes which are linearly unstable when Ip is unstable and the tearing mode island has a 

lower magnetic energy than the original plasma. There are also neoclassical tearing modes 

(NTMs), which occur at high β even in a classically stable plasma [7]. NTMs rotate with the 

electron fluid component of the plasma, but in large tokamaks they tend to stop rotating as they 

grow towards disruption. This is referred to as mode locking, and occurs primarily due to eddy 

currents driven in the conducting structures around the plasma. This locking causes loss of the 

high confinement H mode and the continued mode/island growth can lead to a disruption [7]. The 

q95 limit and the density limits often manifest themselves as m=2, n=1 NTMs. As NTMs are a high 

β event, they limit what β can be effectively achieved in a tokamak, which is a particular concern 

for ITER. 
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Figure 3.3 – a) an ideal MHD internal kink instability, and b) a resistive tearing mode MHD 

instability [1] 

  

Along with well-studied MHD instabilities, there are other manifestations of plasma 

instability. One mechanism is through radiative cooling of the edge. Plasma radiation comes from 

bremsstrahlung, cyclotron radiation, and line radiation from impurity ions, recombination, and/or 

partially ionized plasma ions [5]. Of particular importance is line radiation from impurity ions, 

both low-Z and high-Z. Radiation from low-Z ions, for example, are shown to increase with lower 

edge temperatures [5]. Any increase in radiative loss could create a positive feedback loop of 

lowering temperatures, resulting in an inward contraction of the temperature profile and a radiative 

collapse of the core plasma.  These types of radiation limit disruptions are sometimes referred to 

as edge cooling disruptions [1]. In terms of β imposed limits, internal transport barriers may occur, 

which cause strong pressure profile peaks that lead to rapid disruptions. At high plasma pressure, 

resistive wall modes can also occur. Even rapid transitions of the plasma, such as L-H or H-L 

transitions, may trigger a disruption.  

Finally, present day devices now have a D-shaped cross-section in order to improve plasma 

confinement and stability, as seen in Figure 1.3 of Chapter 1. This shape choice allowed for 

increased plasma current operations for a given aspect ratio and Bt and leads to a natural formation 

of the separatrix, which then allows for easy H-mode operation [1].  However, the trade-off for 

vertically stretching the plasma is an inherent instability to vertical perturbations. The plasma must 

be held in place by a control system, and if the control system fails (due to hardware failure, rapid 

plasma parameter changes, programming error, etc.) the plasma will shift upwards or downwards 
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[1].  This unwanted motion is called a Vertical Displacement Event (VDE), and can lead to the 

plasma impacting the wall, triggering a disruption.  The reverse can also happen: a minor 

disruption may occur and then rapid changes of plasma parameters can cause a vertical instability.  

 

3.1.2 Impact of Disruptions  

 

When it comes to inner wall components of the tokamak, excessive heat loads are the most 

significant consequence of disruptions. Heat loads manifest in both the thermal quench phase, 

when thermal energy is lost from the plasma, and the current quench phase, when magnetic energy 

is also converted to heat. The rough governing parameter for surface heating via conduction is 

U/(A*τ0.5), where U is the incident energy, A is the area, and τ is the timescale of the heat 

deposition [1]. The ideal heat load is therefore one which spreads the energy uniformly over a 

large surface area, over a long length of time.  That is why radiative losses in tokamaks are more 

desirable than concentrated heat deposition.  During the current quench, most of the magnetic 

energy is converted into heat energy via Ohmic heating once the plasma becomes highly resistive.  

That heat energy is then radiated to the walls fairly uniformly. The rest of the magnetic energy is 

inductively coupled into various structural components.  In JET, around 80% of the magnetic 

energy is consumed through Ohmic heating [1]. An example illustration of the power density on 

the JET divertor during ELMs and disruptions is shown in Fig. 3.4. 
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Figure 3.4 – Power density on diverter during an H-mode density limited disruption on JET [9] 

 

The bigger concern is concentrated heat loads from the thermal quench. In the case of a 

high performance ITER plasma, where ~350 MJ of energy is released over ~ 1ms during a 

disruption, a severe heat load placed directly on the divertor would cause significant melting, 

splashing and erosion, with estimated energy depositions anywhere from 10-200 MJ/m^2 [1,10]. 

Luckily, there are a couple of intrinsic factors that somewhat mitigate the heat load in diverted 

tokamaks [1].  1) For most tokamak disruptions, the thermal energy of the plasma at the time of 

the thermal quench is lower than its peak value (however there are exceptions at high-β where little 

confinement is lost before a disruption). 2) Some thermal quench energy is lost via radiation; the 

amount depends on the wall materials that lead to impurities in the plasma.  JET, for example, lost 

around 75% of its thermal energy via radiation when equipped with carbon walls, but only lost 

50% with its new tungsten/beryllium wall. 3) The width of the scrape-off layer, through which the 

heat is transported to the divertor, is broadened during the thermal quench.  The broadening, 

ranging from 5 – 20, significantly reduces the corresponding heat flux incident on the divertor 

surface. These intrinsic mitigation factors do lessen the disruption heat loads to the divertor, but 

further mitigation is essential to prevent significant erosion, melting, and other damage to the 

divertor as well as other plasma-facing components.    

Although this dissertation work focuses on material erosion due to heat fluxes, it is 

important to understand the additional consequences of plasma disruptions. During the current 



www.manaraa.com

   

34 

 

quench phase of a disruption, large electromagnetic forces act on the vessel structure.  The decay 

of toroidal plasma current induces eddy currents in the surrounding conductors, and since those 

conductors are immersed in a magnetic field, they are subject to a JxB force [11]. This often takes 

the form of a compressive force.  In addition, due to vertical instability within elongated plasmas, 

the plasma can experience unwanted vertical motion after large perturbations in plasma 

equilibrium. Vertical motion of the plasma induces a toroidal current in the vessel components and 

therefore a net vertical force on the vessel, on the order of the vessel weight [11]. The plasma will 

continue its vertical motion until it intersects with either the top or bottom divertor (in the case of 

tokamaks with two divertors), which begins acting as a limiter.  The limited plasma continues to 

shrink and shift vertically until it disappears.  Then what were once contained, closed flux surfaces 

within the plasma are now open magnetic flux surfaces flowing within the vessel structure.  This 

plasma region is called the halo, and the halo current is defined as the poloidal component of the 

current flowing from the halo onto the vessel structures and back during the current quench of a 

disruption [11]. Figure 3.5 is an illustration of a simulation of an ITER plasma undergoing a 

vertical instability. 

 

 

Figure 3.5 – Simulation of an ITER plasma undergoing a vertical instability [11] 

 

Eddy currents and halo currents can result in large vertical forces on in-vessel components. 

Halo current in particular contributes strongly to the vertical forces on plasma during a disruption, 

acting to slow down its displacement. If there are any toroidal asymmetries in the halo current, 

strong tilting moments and sideways forces act on the vessel, estimated at up to 0.8 MN for ITER 
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operations [2]. The maximum halo current can be up to 50% of the previously intact plasma 

current, and must be monitored in all tokamaks due to its strong potential to damage the in-vessel 

components it flows through. 

During a disruption, plasma material interactions with the first wall lead to an influx of 

impurities into the plasma and an increase in its effective charge, Zeff.  Coupled with a relatively 

low electron temperature, Te, this effect drastically raises the plasma’s resistivity η [1]. 

𝐸𝑞 3.         𝜂 ∝
𝑍𝑒𝑓𝑓

𝑇𝑒

3
2

 

𝐸𝑞 4.      𝐸𝐷 =
𝑒3𝑛𝑒 ln(𝛬)

4𝜋𝜀𝑜
2𝑇𝑒

 

From Ohm’s law, a large electric field is generated by E = ηJ, where J is the existing plasma 

current density. If this electric field becomes larger than the quantity known as the Drieicer field 

(Eq 4), the electrons traveling through said field can overcome the drag forces from plasma 

collisions, accelerating them to ‘runaway energies’ of 10-20 MeV [11]. Up to two-thirds of the 

original plasma current can be carried by runaway electrons during a disruption [1]. Even more 

worrisome, the formation of secondary runaway electrons via close angle scattering is likely in 

large tokamaks such as JET and ITER.  These collisions lead to an exponential growth or avalanche 

of runaway electrons that then go on to damage the vessel. Significant damage from runaway 

electrons has been observed in large tokamaks such as Tore Supra and JET [1], where thermal 

energy is deposited upon striking the material surface (along with some magnetic energy converted 

and deposited as thermal energy). To prevent significant damage to the first wall, runaway 

electrons must be controlled or prevented in large tokamaks.  

 

3.2 H-mode & ELMs 

 

The High Confinement mode for tokamak plasma operation was first achieved at the 

ASDEX tokamak on February 4th, 1982 [12]. As neutral beam heating was supplied to the ASDEX 

plasma, its confinement suddenly improved and the turbulences at the plasma edge disappeared, 

forming a steep plasma pressure gradient along the plasma edge. In the following years, H-mode 

was observed in several other tokamaks, including PDX and DIII-D in the US, the Joint European 

Torus (JET), and Japan’s JT-60. In 1993, H-mode was achieved in the German W7-AS stellarator 
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as well, demonstrating it was a generic feature of toroidal plasma configurations [13]. In H-mode, 

strong transport barriers form at the plasma edge which creates the observed steep pressure 

gradient referred to as the edge pedestal, as seen in Figures 3.6 and 3.7. H-mode increases plasma 

energy confinement time 𝜏𝑒 = 𝑊𝑝𝑙𝑎𝑠𝑚𝑎/𝑃𝑖𝑛𝑝𝑢𝑡, where 𝑊𝑝𝑙𝑎𝑠𝑚𝑎 is the plasma stored energy and P 

is the power, by about a factor of 2 compared to what is now known as low confinement mode, L-

mode [13]. Without H-mode, ITER would need to be almost twice as large to achieve its designed 

energy gain of 𝑄 = 𝑃𝐹𝑢𝑠𝑖𝑜𝑛/𝑃𝑖𝑛𝑝𝑢𝑡  = 10.  𝑃𝑓𝑢𝑠𝑖𝑜𝑛 is proportional to 𝑊𝑝𝑙𝑎𝑠𝑚𝑎
𝛼 ( 𝑤ℎ𝑒𝑟𝑒 𝛼~2 − 3), 

and for H-mode the pedestal energy 𝑊𝑝𝑒𝑑 makes up a large portion of 𝑊𝑝𝑙𝑎𝑠𝑚𝑎. With 𝑊𝑝𝑒𝑑 =

3𝑃𝑝𝑒𝑑𝑉𝑝𝑙𝑎𝑠𝑚𝑎, where 𝑃𝑝𝑒𝑑 is now pedestal pressure and V is volume, the maximum achievable Q 

in ITER becomes directly determined by pedestal pressure 𝑃𝑝𝑒𝑑. This relationship highlights the 

importance of operation in H-mode with the highest possible plasma pressure gradient [14]. 

 

 

Figure 3.6 – Chart of different modes of confinement [15] 
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Figure 3.7 – High-speed video image of the start of ELMs in a plasma in MAST [16] 

 

Operating in H-mode does come with its own set of drawbacks. If the pressure gradient 

and/or the current density at the edge pedestal exceed a certain threshold value, magneto-

hydrodynamic (MHD) instabilities known as Edge Localized Modes (ELMs) are bound to occur. 

ELMs manifest when plasma conditions at the edge become unstable, offering a short-term avenue 

for the plasma to release excess energy and particles and return to stable conditions. The edge 

stability is often short lived, leading to repetitive ELMs as the edge pedestal collapses towards a 

shallower pressure gradient, rebuilds, and collapses again. ELM energy loss from the edge collapse 

takes place within a few hundred microseconds depending on the machine and the plasma 

conditions, ejecting large amounts of heat and particles into the scrape-off layer (SOL) and onto 

the plasma facing components [8]. ELMs physically manifest as helical ribbons of plasma arcing 

off from the main torus, as previously shown in Figure 3.7. Based on experimental data and 

supported by modeling, three types of ideal MHD instabilities are expected at the transport barrier 

which can lead to ELMs [8]: 1) Kink/peeling modes, which are driven by edge plasma current 

density and show no toroidal dependence, 2) Ballooning modes, which are driven by edge plasma 

pressure gradient and exhibit the largest amplitude on the torus’ outboard side, and 3) Coupled 

peeling-ballooning modes, which are driven by both edge pressure gradient and edge bootstrap 

current. Figure 3.8 shows the peeling/ballooning stability limit and the variation of stability 

boundaries with plasma triangularity. 
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Figure 3.8 – (Left) Peeling/Ballooning Stability Limit [8]. (Right) Variation of stability 

boundaries with plasma triangularity [17] 

 

3.2.1 Types of ELMs 

 

Three types of ELMs are commonly accepted in the literature. They are classified 

according to their size, frequency dependence on heating power, and driving mechanisms for 

approaching the theoretical peeling-ballooning stability limit. The three types of ELMs were first 

classified on the DIII-D tokamak, with the numerical sequences of the names signifying the history 

in which each was found [18].  The first and most ubiquitous are Type I ELMs, aka. “large” or 

“giant” ELMs. They are driven towards the stability limit via both plasma pressure and edge 

current density. As heating power increases, the ELM frequency increases. They exhibit low edge 

transport and no toroidal dependence. Energy losses for Type I ELMs are much larger than the 

other types, up to ~20% of 𝑊𝑝𝑒𝑑. This amount of energy loss per ELM is unacceptably high when 

scaled up to ITER-size machines. Next are Type II ELMs, aka. “grassy” ELMs. They are driven 

towards the ballooning limit via increases in pressure gradient, and are only seen in high density, 

strongly shaped plasmas with high triangularity. Compared to Type I, Type II ELMs exhibit higher 

frequencies and lower magnitudes with almost as good plasma confinement, resulting in transient 

heat loads tolerable for ITER-scale machines. They are observed in a narrow operating window, 

so Type II ELMs might not be possible in burning plasma; on JET, they are often seen within a 

mixed Type I/II regime. Finally, there are Type III ELMs, aka. “small” ELMs. They are driven by 

current density towards the peeling stability limit, and appear when plasma resistivity is high 
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(which leads to low edge temperatures). Type III ELM frequency decreases with increasing 

heating power, the opposite of Type I. Being small in magnitude, they exhibit sufficient heat loads. 

However, due to their high frequency Type III ELMs also cause strong degradation of energy 

confinement compared to Type I/II, due to energy transport during ELM ejection. The stable 

region for plasma operation in terms of plasma pressure and current density is displayed in Figure 

3.8, along with unstable regions for Type I, II, and III ELMs based on their driving mechanisms. 

Other ELM types have been observed and classified across the literature, such as compound ELMs 

and Type V ELMs, but they are less common and usually reported without much detail.  

 

3.2.2 Summary of ELM Control Methods  

 

Every tokamak is unique in its design, so ELM control methods naturally vary between 

devices. Each method exhibits varying degrees of success in terms of initiating, mitigating, and/or 

suppressing ELMs. Mitigation refers to controlling ELM energy magnitudes ∆𝑊𝐸𝐿𝑀 to remain 

manageable. Pacing methods, for example, achieve this control by manipulating ELM frequency 

𝑓𝐸𝐿𝑀, relying on the observed inverse relationship as described in [19].  

 

𝐸𝑞 5.   
∆𝑊𝐸𝐿𝑀𝑓𝐸𝐿𝑀

𝑊
∗ 𝜏𝐸 =  

∆𝑊𝐸𝐿𝑀𝑓𝐸𝐿𝑀

𝑃
≈ 0.2 − 0.4 

 

Suppression simply refers to the complete avoidance of ELMs in an otherwise ELM-ing 

regime, usually due to reduction in the pressure profile just below the stability limits. What follows 

is a brief description of current ELM control methods for mid-size tokamak devices which hold 

potential for use on ITER and ITER-scale devices.  

The first method focuses on the use of radiative divertors. This concept is considered one 

of the primary techniques to decrease inter-ELM heat loads on the divertor. Also referred to as 

impurity gas seeding or gas puffing, the general concept is to puff an impurity gas such as argon, 

nitrogen, or another noble gas onto the divertor just before ELM impact. The neutral gas atoms 

interact with the heat and particles from the ELMs via collision, molecular dissociation, ionization, 

and excitation, absorbing and uniformly radiating away the excessive heat load [8]. Next there is 

the vertical kick method, where purposefully inducing a vertical displacement of the bulk plasma 
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(by a few ~cm) can trigger Type I ELMs. By applying vertical “kicks” to the plasma at a certain 

frequency, usually via vertical stability coils, the ELM frequency can also be controlled in order 

to reduce ∆𝑊𝐸𝐿𝑀 [8]. Similarly, there is the pellet pacing control method, where frozen fuel pellets 

are shot into the plasma edge at a high frequency. The impact of the pellets at the plasma edge 

during H-mode operation triggers an ELM due to ablation of the pellet by the hot plasma. The goal 

is to synchronize the ELM frequency to the pellet pacing frequency, allowing for ELM mitigation 

and ∆𝑊𝐸𝐿𝑀 control.  

One method developed to suppress ELMs, rather than just mitigate their effects, uses 

additional edge magnetic fields. Edge resonant magnetic perturbation fields (RMP fields) are 

small, externally induced perturbations of the equilibrium magnetic field in the plasma edge. The 

perturbations are constructed to resonate at certain magnetic flux surfaces within the plasma edge 

which have the same helicity, which is related to the safety factor 𝑞 =
𝑎𝐵𝜙

𝑅𝐵𝜔
=

𝑛

𝑚
. RMPs are 

designed to produce a static perturbation field with the proper resonant q value, with the goal of 

affecting ELM formation at the plasma edge. Various configurations on different tokamaks are 

found to have drastically different effects of ELM triggering, mitigation, and suppression. One 

relatively new ELM control method uses a supersonic molecular beam injection (SMBI) technique 

on the plasma edge. The molecular injections are shallow compared to pellets, and the SMBI pulses 

are not directly correlated with individual ELMs, but mitigation has been successfully 

demonstrated [20,21]. Finally, relatively new and successful techniques using lithium injections 

have been developed on a handful of machines. Most notable is a Li aerosol injection system, 

where μm-scale Li droplets are injected into the plasma SOL to evaporate. Exceptional ELM 

suppression has been demonstrated using this system, boasting a record 18s of ELM-free H-mode 

[21,22].  

 

3.3 Behavior expected on Future Tokamak Reactors 

 

The baseline scenario for ITER is to operate in inductive H-mode and achieve a positive 

fusion energy gain. To do so, the ITER plasma must possess a high triangularity, low electron 

collisionality 𝑣𝑒 ≤ 0.2, and operate near the Greenwald density limit. More importantly, the 

baseline regime is expected to be a Type I ELM H-mode regime; examining current research, the 
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ITER Organization (IO) has found no sufficient evidence to change to another regime with 

small/no ELMs [7].  

Of the three classified types of ELMs, Type I ELMs are unfortunately the largest in 

magnitude, releasing a considerable fraction of the plasma stored energy content onto PFCs.  Based 

on the scaling from present tokamaks, a ~20% release of pedestal energy from ITER will result in 

a worst-case scenario of 15-20 MJ energy release. Across a 0.8 m2 inner divertor, Type I ELMs 

could produce heat loads ~17-20 MJ/m2, magnitudes unacceptable for ITER PFCs in terms of 

lifetime and material integrity. Per IO standards, they must be mitigated to < 1 MJ per ELM to 

sustain acceptable energy losses and avoid major PFC erosion, or simply suppressed entirely.  

Two methods designed for ELM control are being directly implemented in ITER: pellet 

injection and RMP field coils. The specifics for the pellet injection designs are currently under 

development through US ITER and ORNL. What is known is that there will be two HFS and one 

LFS injection points. Expected pellet conditions are between 17-33 mm3, with maximum speeds 

of 300 m/s, injection frequencies ranging from 45-60 Hz, and expected species of D, DT, or H 

[14]. With testing results from DIII-D and JET, there is stronger confidence in using pellet pacing 

on ITER, although more tests for scalability are recommended. The RMP designs are more 

solidified: 27 in-vessel coils arranged in a 3x9 array, 3 coils (one upper, mid and lower plane) per 

vessel sector. These coils will allow for n = 3 and 4 RMP fields with the capability of phase shifts 

as in KSTAR, and are undergoing engineering design finalization [14]. ELM control using vertical 

kicks would be possible in ITER, but the required plasma displacement is high at 0.06-0.09m and 

could lead to severe VDEs [7]. The practicality of radiative divertors on ITER are uncertain, as 

their use depends strongly on other ELM control methods reducing divertor heat loads to levels 

already expected of ELM mitigation, now considered < 0.5 MJ/m2. As for more recent ELM 

control/suppression techniques, namely the SMBI and Li aerosol techniques demonstrated on 

KSTAR and EAST, no direct plans have been made for ITER. 

In terms of disruptions, ITER has set an engineering limit for the number of disruptions 

that can be tolerated. For plasmas operated at high current, and hence containing more stored 

energy, a disruption fraction of 10% has been set, only 1% of which may be VDEs [5]. VDEs lead 

to the highest forces on the tokamak structural components, presenting large operational 

consequences completely separate from first wall material integrity. There are two mitigation 

techniques that are being implemented on ITER. The first is a Massive Gas Injection (MGI) 
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system, which puffs a relatively large volume of inert gas into the tokamak vacuum chamber. The 

second is a Shattered Pellet Injection (SPI) system, which launches large frozen pellets down a 

delivery tube, then purposefully shatters the speeding pellets just before entry into the vacuum 

chamber. Both techniques operate on the same principle: introduce a large volume of atoms into 

the plasma (1024 – 1025 particles) to absorb energy and terminate the plasma before it can impact 

plasma facing components [2]. The key differences are how those introduced particles penetrate 

the plasma. MGI gases largely interact with the plasma edge, never penetrating into the plasma 

core. SPI is the opposite, with the shattered pellet pieces penetrating through the edge and ablating 

once they hit the plasma core. In both cases, plasma operation is completely terminated. 

 

 

 

  



www.manaraa.com

   

43 

 

REFERENCES 

[1] T.C. Herder, Active Control of Magneto-hydrodynamic Instabilities in Hot Plasmas. 

Chapter 7, Springer, 16 September 2014.  

[2] M. Lehnen, “Disruptions in ITER and strategies for their control and mitigation,” 

Presentation, 21st PSI Conference, Kanazawa 2014 

[3] E. P. Gorbunov and K. A. Razumova. “The effect of a strong magnetic field on the 

magnetohydrodynamic stability of plasma and the containment of charged particles in the 

‘Tokamak,’” Soviet Atomic Energy, Volume 15, Issue 5, 1963, pp. 1105-1112 

[4] Zakharov, et al. “Understanding Disruptions in Tokamaks.” AIP Physics of Plasmas, vol. 

19, no. 055703, 2012  

[5] P.C. de Vries et al. “Survey of Disruption Causes at JET.” Nuclear Fusion, vol. 51, no. 

053018, 2011 

[6] A. H. Boozer, “Theory of Tokamak Disruptions.” Physics of Plasmas, vol. 19, no. 058101, 

2012 

[7] R. J. La Haye, “Neoclassical Tearing Modes and Their Control.” Physics of Plasmas, vol. 

13, no. 055501, 2006  

[8] Y. Liang & JET EFDA contributors, “Overview of Edge Localized Modes Control in 

Tokamak Plasmas.” Fusion Science and Technology, vol. 59, no. 3, 2011 

[9] V. Riccardo et al. “Disruptions and disruption mitigation.” Plasma Physics and Controlled 

Fusion, vol. 45, 2003  

[10] A. Hassanein, G. Federici, I. Konkashbaev, A. Zhitlukhin and V. Litunovsky, “Materials 

Effects and Design Implications of Disruptions and off-normal events in ITER.” Fusion 

Engineering and Design, vol. 39-40, 1998, pp. 201-210  

[11] M. Kikuchi et al. Fusion Physics. Chapter 3, 2012 

[12]  ITER Physics Basis Editors, “ITER Physics Basis.” Nuclear Fusion, vol. 39, no. 12, 1999 

[13] R. Arnoux, “How Fritz Wagner “Discovered” the H-mode,” 19 June, 2009 

https://www.iter.org/newsline/86/659 

[14] A. Loarte, “ITER and Pedestal Physics.” Presentation, 2015 ITER International School, 

USTC, Hefei, China 2015 

[15] “Magnetic Confinement – Modes of Confinement.” 9 January, 2016 http://www-fusion-

magnetique.cea.fr/gb/fusion/physique/modesconfinement.htm  



www.manaraa.com

   

44 

 

[16] A. Kirk et al. “Observation of Lobes Near the X Point in Resonant Magnetic Perturbation 

Experiments on MAST.” PRL, vol. 108, issue 25, 2012  

[17] P. Snyder, “Physics of the H-mode Pedestal and the EPED Model.” Presentation, 2015 

ITER International School, USTC, Hefei, China 2015 

[18] H. Zohm, “Edge Localized Modes (ELMs).” Plasma Phys. Control. Fus., vol. 38, 1996 

[19] P.T. Lang et al. “ELM Control Strategies and Tools: Status and Potential for ITER,” 

Nuclear Fusion, 53 (2013) 043004  

[20] J. Kwak et al. “An Overview of KSTAR Results.” Nuclear Fusion, vol. 53, no. 104005, 

2013 

[21] J.S. Hu et al. “ELM mitigation by means of supersonic molecular beam and pellet injection 

on the EAST superconducting tokamak.” Journal of Nuclear Materials, vol. 463, 2015  

[22] B. Wan et al. “Advances in H-mode Physics for Long-pulse Operation on EAST.” Nuclear 

Fusion, vol. 55, no. 104015, 2015  

 

  



www.manaraa.com

   

45 

 

CHAPTER 4 – ALTERNATIVE PLASMA FACING MATERIALS FOR NEXT 

GENERATION TOKAMAK REACTORS 

  

Plasma-facing materials past ITER will require many, if not all, of the properties mentioned 

previously: erosion resistance, high melting/sublimation points, adequate mechanical properties, 

high thermal conductivity, plasma compatibility, low tritium retention, irradiation tolerance, and 

adequate cost and availability.  They must be able to handle steady-state plasma conditions at 

elevated temperatures under constant neutron, photon, and ion bombardment, along with 

unexpected disruptions stronger than any tokamak can currently produce.  Thus, any advanced 

material should be evaluated under conditions that are as relevant as possible to future reactor 

conditions. 

 

4.1 – Silicon Carbides 

 

The first material of interest is silicon carbide. Pure, single crystal SiC is a ceramic material 

with a great combination of desired properties: high sublimation point (~2700 °C), low density 

(3.21 g/cm^3), high mechanical strength (>600 MPA), high elastic modulus (>400 GPa), high 

thermal conductivity (>360 W/mK), and good material integrity under neutron irradiation [1,2,3]. 

Its average low-Z is appealing in terms of plasma compatibility, so long as physical sputtering 

rates are not too high to offset this advantage. SiC sublimates instead of melting, and it is non-

magnetic, both properties ideal for handling unexpected disruptions, ELMs, and eddy/halo current 

forces. The mechanical properties and conductivities depend on the specific SiC crystal type, or 

polymorph. Of the 200+ polytypes, there are the α-4H and α-6H structures that offer higher thermal 

conductivities and mechanical strengths, which are used extensively in fabrication, 

semiconductors, and even jewelry industries under the mineral name “moissanite” [4]. 

Unfortunately, these α-phase polytypes have a hexagonal crystal structure which thermally 

expands asymmetrically. The most commonly used β SiC, β-3C, has a lower thermal conductivity 

than the α-phases, but it does offer a zinc-blend cubic crystal structure which thermally expands 

symmetrically. The only major drawback of monolithic SiC is its inherent brittleness as a ceramic, 

leading to a high probability of failure under excess forces if used as a structural material [3]. Thus, 

materials science researchers have been working since the 1970’s to construct adequate silicon 

carbide matrix composites with well-engineered mechanical properties for structural applications 
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in fusion, fission, aerospace, and other industries. Much progress has been made in the past two 

decades on SiCf/SiC composites to this end [1,3,5]. In this dissertation, the desire is to study the 

erosion rates of mono-crystalline, polycrystalline, and matrix SiC composites, as any could be used 

as direct plasma-facing materials.  

 

4.1.1 – Monocrystalline and Polycrystalline SiC 

 

The fundamental structure of SiC is a covalently bonded tetrahedron, either SiC4 or CSi4. 

As for the larger crystal structure, over 200 polytypes have been reported, which stem from a wide 

variety of stacking sequences of the Si-C planes [2,4]. Of these, the most common polytypes are 

3C, 4H, 6H, and 15R. The number shows the repetition of the Si-C stacking sequence and the letter 

represents the crystal structure: C for cubic, H for hexagonal, and R for rhombohedral. The various 

polytypes are illustrated in Fig 4.1 [2]. The 3C SiC is the only polytype to exhibit the cubic crystal 

structure, and is referred to as β-SiC. Every other polytype is therefore classified as α-SiC. 4H and 

6H α-SiC are currently the only crystal structures that can be lab-grown in bulk, leading to their 

popularity in the jewelry industry, semiconductor industry, and laboratory material needs [4]. SiC 

polytype stability is largely temperature dependent. For lower temperatures, β-SiC is the most 

stable; as temperature increases to around 2100 ºC, the crystal structure transforms to a hexagonal 

structure. Of course, the formation process of the SiC and its associated impurities/deviation from 

Si:C stoichiometry also affects the polytype stability [2]. 
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Figure 4.1 – Crystal structures of α-SiC (a) and β-SiC (b) [2] 

 

In terms of material properties relevant to a fusion environment, the 4H and 6H SiC exhibit 

the highest values of thermal conductivity (490 W/mK and 370 W/mK at RT, respectively) 

compared to the 3C (360 W/mK at RT) [6]. Of course, fabricating single-crystal plasma-facing 

components of adequate size is both mechanically and economically unfeasible, so polycrystalline 

material properties should be taken into consideration. Crystal structure combines with fabrication 

properties, such as grain size, density/porosity, and purity, to produce a polycrystalline product 

with a unique set of thermo-mechanical properties. In terms of thermal concerns, anisotropic 

thermal expansion of any α-SiC material is the biggest concern for high-temperature fusion 

environments. Large thermal shocks within a polycrystalline material would more easily lead to 

fracture and failure. Thus, the isotropic 3C structure is the best basis for a polycrystalline SiC 

plasma-facing component (PFC). From there, choosing a product with increased grain size and a 

near ideal density (no voids or micro-cracks) allows for maximized thermal properties.  

 

4.1.2 – SiC/SiC Composites 

 

Continuous SiC-based fibers were first created in the mid-1970’s at Tohoku University, 

Japan [7]. From there, a race began to develop ceramic fiber-reinforced ceramic matrix composites 

(CMCs) for the nuclear industry. The importance of these fiber-reinforced materials is the ability 

of the fibers to minimize the probability of disastrous fracture through the bulk structure. By 
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controlling how the fibers are made and how they are interwoven into the matrix, engineers can 

tailor the material’s physical and mechanical properties to meet their needs; they can create a 

material with increased pseudo-ductility and with more predictable fracture mechanics [5,8]. The 

ability to use SiC as both the fiber and matrix materials then allows engineers to take advantage of 

SiC’s attractive elemental properties (radiation properties, plasma compatibility, etc.) while 

substantially improving its toughness/brittleness. The application of these SiC/SiC composites as 

a fusion reactor blanket material was first proposed in the late 1970’s [5]. Since then, many 

iterations of these composites were developed through various processes, with the first radiation-

tolerant SiC/SiC composite being fabricated in 1999 [5]. A key factor in its success was 

maintaining material purity through a chemical vapour infiltration (CVI) production process. 

Studies on this 3rd generation SiC/SiC composited demonstrated radiation tolerances over a wide 

range of irradiation temperatures and neutron fluences.  

Radiation stability of the fiber/matrix structure was the initial concern for the composites 

while advancing their “technological readiness level”. Now, with the most recent development 

progress reported in [9], SiC/SiC composites are now being developed as an engineering material 

for both fusion and fission applications. SiC based CMCs are being actively considered for use as 

a first-wall structural material, for helium cooled ceramic breeding blankets, liquid-metal blanket 

concepts, and most notably W divertor flow channel inserts [5,9]. Although SiC/SiC composites 

could prove a robust PFC/PFM by themselves, no mature concepts are currently being pursued. 

Hence the emphasis on radiation stability studies rather than erosion properties. If SiC CMCs are 

adopted in a future tokamak, their erosion properties should indeed be evaluated and compared to 

monolithic/polycrystalline SiC, in case the structural material is accidentally exposed to plasma 

impact during a severe disruption event.  

 

4.2 – MAX Phase Ceramics 

 

The other leading PFM candidate to be studied is a class of materials known as MAX phase 

ceramics, unique materials that bridge the gap between metal and ceramic properties. They are a 

family of layered compounds with a chemical formula Mn+1AXn, where M is an early transition 

metal, A is an A group element, and X is carbon or nitrogen [10]. Near close-packed M-X layers 

are interwoven with purely A-group layers, resulting in layered hexagonal crystal structures. N = 
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1, 2, or 3 for the molecular composition, and is used to designate the various phases. Most MAX 

phase ceramics are 211 (n = 1), while the rest are either 312 (n = 2) or 413 (n = 3), as illustrated in 

Figure 4.2. They were first discovered back in the 1960’s, and then were left relatively untouched 

until 1996, when Drs. Barsoum and Houng at Drexel University developed successful 

manufacturing techniques for Ti3SiC2 [10]. Since then, increased interest in MAX phase research 

has led to the discovery of over 60 different MAX phases. 

 

Figure 4.2 – Atomic structures of a) 211, b) 312, and c) 413 MAX ceramics [10]. Red spheres 

represent M atoms, gray spheres X atoms, and blue spheres A atoms. 

 

MAX phases exhibit high thermal and electrical conductivities for ceramics due to their 

respective MX layers. In terms of mechanical properties, they exhibit the exact opposite of their 

MX property expectations: they are easily machinable, fatigue resistant, thermal shock resistant, 

and relatively damage tolerant. This unexpected set of mechanical properties is largely due to the 

layered structure. The MX bonds exhibit metallic properties with strong bonds (covalent + ionic), 

while the M-A interlayer bonds are relatively weak, allowing for controlled shear slip systems 

[10]. MAX phases are the only polycrystalline solids that deform via both kink and shear band 

formation, with dislocation glides occurring exclusively in the basal planes. Additionally, MAX 

phases exhibit exceptional thermal stability and retention of mechanical properties at elevated 



www.manaraa.com

   

50 

 

temperatures (1000+ °C), making them appealing for use in a nuclear environment under high 

temperatures with high thermal/mechanical shocks.  

 

4.2.1 – Ti3SiC2 and Ti2AlC 

   

Despite the large amount of MAX phases discovered and researched, most studies in the 

literature have focused on Ti3SiC2, Ti3AlC2 and Ti2AlC. MAX Phases are relatively new to 

research for nuclear applications, with a handful of radiation effects studies for fission applications, 

and with no published exposures to plasma sources. Recent works [11,12,13] analyzing the 

irradiation properties of a few commercially available MAX Phases point to Ti3SiC2 and Ti2AlC 

as the more promising candidates. It is reported that under 5.8 MeV Ni irradiation (10 – 30 dpa, 

400 & 700 °C), the Ti3SiC2 appeared more damage tolerant than both Ti3AlC2 and Ti2AlC [12]. 

Evidence of less retained radiation damage at higher temperatures was observed for all materials, 

suggesting radiation defect annealing.  Loss of damage tolerance properties due to grain boundary 

cracking was observed in the Al MAX phases, and it was suggested that these MAX phases not be 

used for near-400 °C operations. It was also reported that multiple MAX phases were irradiated in 

a 6 MW research reactor at MIT (up to ~0.1 dpa, 360 & 695 °C) [11]. Irradiation-enhanced 

dissociation of some MAX phases was observed, but Ti3SiC2 and Ti2AlC remained relatively 

stable. That study concluded that Ti3SiC2 and Ti2AlC were the most promising materials for high-

temperature reactor operations. Although this research focuses on high heat flux erosion 

characteristics, strong radiation resistance is an equally important property of next-generation 

plasma-facing materials. Thus, the irradiation properties of Ti3SiC2 and Ti2AlC, combined with 

their relative industry availability, make them the ideal first subjects for this dissertation’s high 

heat flux plasma exposure studies.  

Comparing thermal properties, Ti2AlC possesses a slightly higher thermal conductivity (46 

W/mK at RT) than Ti3SiC2 (34 W/mK at RT), as well as a slightly higher specific heat (556 J/kg*K 

vs 520 J/kg*K) [10]. One important property of these MAX phases in relation to fusion 

environments is their temperature limitation. Rather than melting or sublimating, MAX phases 

tend to dissociate at high temperatures under high vacuum conditions. They decomposed to their 

respective binary carbide or nitride substance through sublimation of their A-group elements [14]. 

The decomposition process is relatively slow, but it limits their steady-state operating temperature 
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to a range between 1300 – 1800 °C. Multiple factors affect the effective temperature limit: 

porosity, purity, the specific A-group element, and vacuum conditions. The Al in Ti2AlC, for 

example, has a lower vapor pressure than the Si in Ti3SiC2 [10,14]. With all of these factors 

affecting the MAX phase characteristics, there is an understandable discrepancy in the literature. 

Going by Barsoum et al, it is reported that the steady-state temperature limitations for Ti3SiC2 and 

Ti2AlC are about 1700 °C and 1600 °C, respectively [10].  
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CHAPTER 5 – METHODS OF PFM EROSION STUDIES 

 

A comprehensive erosion study on the selected PFMs requires an ambitious set of 

experiments on state-of-the-art plasma devices. Devices must be selected that can provide fusion 

reactor-relevant high heat fluxes from plasmas with equally relevant properties. ITER is being 

designed to handle 0.25 - 10 MW/m2 heat fluxes to the divertor during normal operation, while 

ELMs and disruptions have the capability of producing several GW/m2 of heat flux. In order to 

cover this wide range of energy conditions, two experiments were conducted using two different 

devices: the DIII-D tokamak operated by General Atomics and an electrothermal (ET) plasma 

source operated by Oak Ridge National Laboratory (ORNL). DIII-D produces heat fluxes relevant 

to normal ITER operating conditions, providing data in a physical sputtering-dominated erosion 

regime. The ET source covers the higher regime with heat fluxes and time spans close to those 

expected of ITER-scale ELMs and hard disruptions, capable of producing melting and sublimation 

across PFM samples. Additionally, computational simulation tools were developed to plan, 

support, and interpret the experiments for these devices. This section will cover the capabilities of 

and experiment plans at DIII-D and ORNL, along with details on the unique method that was used 

to measure erosion rates on the PFM sample surfaces. 

 

5.1 – Focused Ion Beam Micro-Trench Technique  

 

It is important to physically measure the net erosion thickness loss on each sample using a 

non-destructive, post-mortem technique. Most established techniques to do this require thin films 

or coatings of the desired material. A new analysis method was developed specifically for larger 

samples that are more representative of plasma-facing components. The method utilizes a 

combination of focused ion beam (FIB) microscopy, scanning electron microscopy (SEM), and 

atomic force microscopy (AFM) to both alter and characterize the modified samples before and 

after plasma exposure. 

A focused ion beam is used to carve micrometer-scale trenches into polished sample 

surfaces for erosion loss measurements. The depth of each micro-trench is characterized using 

SEM imaging and AFM mapping data. Each micro-trench also has fiducial depth markings etched 

into the trench walls.  In the divertor region, an angled plasma flux will impact the sample surface. 

As the top surface of the samples erodes during plasma exposure, certain walls of the micro-
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trenches will be shadowed from any particle flux depending on their orientation. The integrated, 

post-exposure changes in trench geometry combined with in-situ diagnostics provide a measure of 

the net erosion rate for each material. The post-exposure thickness loss can be measured either by  

 

1) Measuring the shadowed fiducial depth markings with SEM imaging, or  

2) Measuring the height difference between the sample surface and trench floor with a 

SEM or AFM.  

 

An example micro-trench is shown in Figure 5.1. It is 10 μm x 10 μm in length and width, 

and about 4 μm in depth, designed specifically for the erosion experiments on DIII-D. The 

dimensions of each trench, along with the specific fiducial markings used to mark the shadowed 

trench walls, are chosen and optimized for the specific plasma exposure experiment. The ET 

sample micro-trenches, for example, needed to be much deeper and required more complex erosion 

fiducial markings, as demonstrated in Figure 5.2. Specific details and explanations for the DIII-D 

and ET experiment are demonstrated in Chapter 6.  
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Figure 5.1 – A square 10 μm x 10 μm micro-trench in a sample of SiC, viewed from above and 

from a rotated, 45° angled view.  

 

 

Figure 5.2 – A 10 μm x 12 μm micro-trench, more than 10 μm deep, in a sample of Ti3SiC2. The 

ET source samples required fiducial markings for greater depths within the micro-trench. 

 

Measurement method #1 – SEM imaging  

Pre- and post-experiment measurements of the micro-trench depths are complex. Initially 

it was thought that only one angled SEM image was necessary to calculate each micro-trench 

depth. By milling the micro-trenches perpendicular to the surface normal, and then etching the 

fiducial markings at a known angle and specified scale, SEM images taken at that same angle 
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before and after exposure would directly give the thickness change via comparison. However, that 

method only holds true if the programmed rectangular trenches are milled to near-perfect shape, 

especially in regards to the trench walls. It was impossible to mill perfect geometries in an 

acceptable timeframe for these experiments; the tops of the micro-trench walls were often sloped 

and rounded, with the degree of rounding varying between materials and FIB conditions such as 

beam current. Due to this rounding, one angled SEM image gave inconsistent erosion depth results.  

An appropriate measurement technique was therefore developed that utilized height/length 

measurements taken at two different angles. By measuring the same features at different views, 

the two unknown variables of height (depth) and slope (from edge rounding) could be separated 

and quantified. A cross-sectional schematic describing the sloped edges and measured variables, 

along with a corresponding SEM image, are shown in Figure 5.3.  

 

 

Figure 5.3 – (Left) Schematic of sloped micro-trench edge with FIB markings, and (Right) 

corresponding angled SEM image depicting the FIB marking geometry on the sloped edges.   

 

As illustrated in Fig. 5.3, the shaded blue represents a cross-section of the material, the 

black lines along the rounded edge represent the approximate shape of the FIB fiducial markings, 

and the purple lines mark the height H and sloping angle θ that are measured for each marking. 

The value for H is the overall goal, showing how much the top surface erodes due to plasma 

exposure relative to the shadowed, bottom portion of the fiducial markings. The image views 
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chosen were 1) a top-down image of the sample surface and 2) an angled image close-or-equal-to 

the FIB angle. Each fiducial marking was carved at a 38° angled to the surface parallel, the physical 

angle of the mounted Focused Ion Beam. Measurement A represents the marking length projected 

into the top-down image, and measurement B represents the length of the same marking but 

projected into the angled image, taken at Ψ° from the surface parallel. H and θ are then determined 

from A and B via the following equations:  

𝐸𝑞 1.      𝜃 = tan−1 (

𝐵
𝐴 − cos(Ψ)

sin(Ψ)
) 

𝐸𝑞 2.     𝐻 =
𝐵

𝑐𝑜𝑠(𝜃 − Ψ)
sin(Ψ) 

Through trial and error of various marking geometries, the triangular fiducial markings 

across the sloped trench edges worked best for this measurement technique. The top triangle tips 

could be placed at the approximate location where sloping ends, effectively pointing to where the 

micro-trench geometry ends and the flat sample surface begins. The triangular markings were also 

ideal for plasma fluxes not properly aligned with the micro-trench walls, as seen in the DIII-D 

preliminary experiment with silicon in Section 5.2.2.3.   

 

Measurement method #2 – AFM mapping  

The other measurement method is to construct a topographic map of each micro-trench. By 

gathering 3D height data of the micro-trench structure, erosion depth could be easily calculated 

through pre- and post-exposure comparisons. In the AIF facility at NC State University, a new 

atomic force microscope was recently purchased that boasts the necessary capabilities: The 

Asylum MFP 3D Origin+ AFM. An AFM operates by using a cantilever with nanometer-scale tips 

to scan and map a sample surface. The cantilever can be used in a variety of modes to perform 

nanomechanical, nanoelectrical, and electromechanical material characterizations. For this 

dissertation work only the simplest of AFM capabilities is of interest: the ability to generate 3D 

topographic maps via a tapping mode (AC mode). In this mode, the cantilever oscillates at a set 

frequency and “taps” the surface as it scans across the sample, depicted visually in Figure 5.4. 

Feedback from the cantilever motion then gives surface height data at each tapped point, which is 

used to render a 3D map. The Asylum AFM has the capability to scan areas 40 μm x 40 μm or 

greater, with a maximum ΔZ measurement of 15 μm at a resolution of < 0.06 nm [1]. These 
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dimensional capabilities are perfect for the FIB micro-trench geometries, provided a suitable, high 

aspect-ratio AFM tip is used. An example of AIF’s AFM capabilities is shown in Figure 5.5.  

 

     

 

Figure 5.4 – (Left) Depiction of the AFM tapping mode [2]. (Right) SEM image of typical AFM 

probe tip at the end of the cantilever [3]. 
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Figure 5.5 – Example of AFM data taken on an ITER-grade W sample with FIB micro-trenches 

and labels. The figure shows the original SEM image (center) alongside 3D height maps, 2D height 

maps, and 2D line traces of height profiles from the 3D AFM data.  

 

Although the ΔZ capability of the MFP Origin+ is listed as 15 μm, in practice the AFM is 

much more limited. The Z resolution decreases as the ΔZ oscillation increases, and the actual 

oscillatory motion of the AFM tip limits which geometries can be properly mapped. In order to 

map micro-trenches on the order of 4 – 5 μm deep, high aspect ratio tips are needed; the tips need 

to be long enough to reach the micro-trench floor, while at the same time being thin enough to fit 

inside the trench and map most of the floor area. The wider the AFM tip, the less area that can be 

mapped due to the tip sides impacting the micro-trench walls and effectively missing the edges of 

the floor. Working together with AIF researchers, a FIB was used to manufacture the desired high 

aspect-ratio tips from spare, normal aspect-ratio tips. Most of the tips were made to be about 10 

μm tall and about 1-2 μm wide, perfect for fitting into the optimized micro-trench geometries for 

DIII-D, described later in Section 5.2.2.2. An example of a typical AFM tip alongside the self-

manufactured high aspect-ratio tips is shown in Figure 5.6.  
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Figure 5.6 – (Left) An example AFM tip donated by AIF with no FIB modifications. (Right) The 

same AFM tip after being modified with a FIB. The new tip geometry has a much higher aspect 

ratio, ~10.2/1.4 ≈ 7.3, in order to profile the planned micro-trench geometries. 

 

5.2 – DIII-D National Fusion Facility 

 

5.2.1 – Background on DIII-D 

 

The DIII-D National Fusion Facility is a tokamak device operated by General Atomics in 

San Diego, California. Although considered a mid-size tokamak, DIII-D is the largest magnetic 

fusion experiment and the only operating tokamak in the US, with a major radius R = 1.67m and 

a minor radius a = 0.67m. DIII-D is a DOE Fusion Energy Sciences (FES) user facility, allowing 

researchers to propose and conduct experiments on DIII-D that complement FES research 

priorities. The main research goals of DIII-D include [4,5]: Resolving disruption problems in 

tokamaks, providing the basis for divertor solutions for future tokamaks, including a Fusion 

Nuclear Science Facility (FNSF) and a demonstration power plant (DEMO), exploring the physics 

of burning plasma, investigating steady state tokamak operation, and developing 3D optimization 

of the tokamak concept. The DIII-D facility is founded on a strong level of operational flexibility 

in order to explore physics and conditions relevant to future devices. DIII-D boasts an adaptive 

field-shaping coil system for multiple plasma shapes, diversified heating and current drive 

systems, internal and external error-field coils, upper and lower divertors, a comprehensive 
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diagnostic suite for plasma parameters, and an advanced digital control system for plasma 

feedback control [4,6].  

  

5.2.2 – DiMES Experiment on DIII-D 

 

A material exposure experiment on DIII-D was proposed through the Advanced Materials 

Validation (AMV) group of the DIII-D Boundary/PMI Center, which is responsible for studying 

divertor optimization and plasma-material interactions for DIII-D. Materials of interest for this 

dissertation are SiC and MAX phase ceramics, testing them possible tungsten-alternative PFMs. 

The experiment was marked #52-02, “Sputtering and Damage Properties of Alternate Materials in 

Reactor-Like Plasma Conditions,” and examined various alternative divertor materials’ 

performance in a realistic tokamak environment. The final experiment mini-proposal (MP) was 

comprised of multiple proposals put forth to the AMV group. What follows is a description of this 

consolidated proposal with an emphasis on the experimental details pertaining to the dissertation.  

Experiment #52-02 is comprised of two main studies. The first is designed to test the 

damage resistance of a new tungsten (W) alloy, Ultra-Fine Grain W (UFG W) [7], and compare 

its performance with “ITER-grade” W under reactor-relevant divertor conditions. UFG W has 

already demonstrated resistance to surface damage in electron beam experiments, warranting 

further testing in a tokamak environment. The second study examined the erosion properties of 

SiC, SiC foam, and two different MAX phase ceramic materials. The test utilized the Divertor 

Material Evaluation System (DiMES) which holds samples flush to the lower divertor of DIII-D 

[8]. In this way, samples were exposed to reactor-relevant, tokamak plasma fluxes in order to 

compare their sputtering erosion properties. For the W samples, the experiment exploited high 

transient heat fluxes from H-mode ELMs in DIII-D to create surface roughening and cracking. 

These plasma conditions allow a direct comparison of the performance of UFG W against ITER 

grade W under reactor relevant divertor conditions. Before and after plasma exposure, samples 

were surface characterized via microscopy at Sandia Livermore. For the ceramics, the materials 

include: polycrystalline 3C silicon carbide, MAX phase ceramics Ti3SiC2 and Ti2AlC, and silicon 

carbide coated graphite foam. Careful L-mode exposures of these materials determines their 

viability in direct comparison with ITER-grade tungsten, highlighting the importance of improved 
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material properties such as thermal shock resistance, thermal conductivity, and decreased sputter 

yields for low-Z material.  

The more specific goals of these experiments include obtaining integrated and time-

dependent sputtering erosion data for each material as a function of reactor-relevant heat fluxes, 

exposing new promising materials to DIII-D for the first time, directly comparing material erosion 

rates to one another, and implementing novel methods of erosion thickness loss measurements fit 

for bulk materials. The measurement method using focused FIB micro-trench structures has the 

added benefit of obtaining incident ion trajectory information. Additionally, results for two of the 

materials, the high-purity 3C SiC and the SiC coated graphite foam, have directly contributed to 

the AMV group’s FY18 runtime guidance and its other SiC-focused experiments. 

 

5.2.2.1 – Experimental Method 

 

The MP was designed to introduce surface damage and enhanced erosion to samples across 

two halves of the shot plan.  The first part of the experiment exposed one DiMES probe to H-mode 

plasmas, focusing more on W samples (see Fig. 5.4). These discharges have an attached outer 

strike point (OSP) using a lower single null (LSN) shape in ELM H-mode and moderate line 

averaged density.  The nominal shape and physics settings are the same as reference shot number 

172368 in the DIII-D database.  This discharge has a total injected power of approximately 4 MW 

and an ELM frequency of 10 Hz.  Based on the change in temperature of the samples, the 2-second 

OSP dwell time given by the reference shot may be increased, with the goal of inducing as much 

heat flux as possible without melting the W samples.  
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Figure 5.7 - New DiMES probe assembly. The left image shows a conceptual layout of the 7-

button holder. Samples in positions 1-5 have a 15° angle relative to the horizontal, while 6-7 are 

flush to the DiMES probe surface. The middle and right images show how each DiMES sample 

fits within the rest of the probe assembly. The samples themselves are thermally insulated with 

ceramic cups and springs, and there is room for thermocouples for the W sample experiments.  

 

The second portion of the shot plan exposed another DiMES probe to L-mode plasmas and 

focused more on the SiC and MAX phase samples. These discharges have an attached outer strike 

point (OSP) using a lower single null (LSN) shape in L-mode and moderate line averaged density.  

The nominal shape and physics settings are the same as reference DIII-D shot number 171437, 

which had an average NBI heating power of 1 MW.  Based on a simple thermal analysis shown in 

Figure 5.8, these settings would ensure survivability of the ceramic samples, with no melted or 

chipped material contaminating the vacuum vessel. 

Heat flux values were determined by infrared (IR) imaging data. DIII-D is equipped with a 

60° IR camera viewing graphite divertor tiles, as well as an IRTV that looks directly at the DiMES 

head. Along with careful monitoring via the IRTV, the changes in temperature can be monitored 

via thermocouples (TC) spot welded to the non-plasma exposed side of select W samples.  The 

TCs provide the change in temperature at the bottom of the samples during the discharge, and this 

data is used to calculate the change in temperature at the surface.  Additionally, between each 

discharge, a visible light camera ensures that the samples are not melting or shattering. Samples in 

the DiMES probe are three times thicker than usually designed, so that the bulk ∆T will not 

approach the melting temperature.  The samples are pushed up from the bottom with a spring inside 
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a ceramic cup, and the diameter of the sample is about 0.02” smaller than the hole for the sample 

in the DiMES cap.  Therefore, the sample is only in thermal contact with the cap at the “collar” of 

the sample just under the cap surface. The MAX phase ceramics are the limiting material in terms 

of maximum operating temperature. Reported melting/dissociation points are about 1700 °C and 

1600 °C for Ti3SiC2 and Ti2AlC, respectively. Therefore, during exposure it is strongly advised to 

keep the surface temperature of these samples well below those points, Thus, an artificial 

temperature threshold of 1500 °C is designated in the experiment. 

To create an ITER-relevant plasma heat flux, samples are angled 15° from the horizontal 

that protrude up about 1.2 mm from the probe surface (see middle section of Figure 5.7).  Samples 

in positions 1-5 (Figure 5.7) have this angle and samples 6-7 are flush with the DiMES surface.  

Due to the layout of the sample positions, samples at position 1 and 2 are slightly shadowed on the 

edges due to the raised buttons in positions 3-5.  Figure 5.8 shows the predicted surface 

temperatures from a simple 1-D model for 2s of heat fluxes expected on the angled samples.  The 

~12MW/m2 condition is sufficient to reach surface damage goals for the W experimenters. The 

surface temperatures for the MAX phase ceramics are predicted to exceed the designated 1500 °C 

threshold. Therefore, SiC and MAX phase samples were exposed to an L-mode plasma, based on 

reference shot 171437, where the heat flux is ~6 MW/m2 on the angled samples. 

 

  

Figure 5.8 – Surface temperature estimations of 15° angle samples, calculated with a 1-D heat 

equation with a heat flux of 12 MW/m2 (Left) and 7 MW/m2 (Right). For a 2-second strike point 

dwell time, the MAX phase samples exceed their designated surface temperature limits under 12 

MW/m2, while under 7 MW/m2 all materials stay well below the designated temperature limits.  
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 Table 5.1 lists the ideal shot plan along with the detailed diagnostic requirements on a 

shot-by-shot basis. Shot plan sections 1-3 pertain to the W-focused experiment, while shot plan 

sections 4-6 are the focus of this dissertation’s experiment. The three different spectroscopic 

methods are a filtered DiMES TV, the MDS spectrometer, and filterscopes pointed at DiMES, 

have a cyclic plan for capturing sputter rate data for the various materials indicated. This cycling 

method heavily depends on being able to reliably reproduce the desired H-mode or L-mode 

discharges, so that the spectroscopy signals can be directly compared with one another.  

 

Table 5.1 – Ideal shot plan for Experiment 52-02 

 

   

5.2.2.2 – MATLAB Modeling for Preliminary DiMES Experiment 

 

In terms of numerical results, the main experiment objective is to obtain the erosion rates 

for all materials as a function of the impinging heat flux. Erosion data is obtained in-situ through 

spectroscopic methods and then post-experiment utilizing a combination of atomic force 

microscopy and scanning electron microscopy as described in Section 5.1. FIB micro-trenches 

give an integrated erosion thickness loss of the bulk material, which is translated into an average 

erosion rate based on IR heat flux data. Any preferential sputtering rates would be solely 

determined by the relative spectroscopy signals during repeated discharges.  

Shot plan section Objective Shot # IRTV DiMES TV MDS

1 Yes W Si W

2 Yes W Si W

2 Repeat discharge w/ fixed OSP, 

test exposure time on DiMES of 

2s
3 Yes W Si W

4 Yes W Si W

5 Yes Si C W

6 Yes C W W

7 Yes W Si W

4 Establish L-mode reference shot 

w/ sweep, no DiMES head 

present 8 Yes Si Ti Si

Repeat reference shot, 2nd 

DiMES head, test 1s dwell time 9 Yes Si Ti Si

test 2s dwell time 10 Yes Si Ti Si

11 Yes Si Ti Si

12 Yes W C Si

13 Yes C Si Si

14 Yes Si W Si

15 Yes W Ti Si

Filterscopes 

on DiMES

6 Repeat desired L-mode discharge

Establish H-mode reference shot 

w/ sweep, 1st DiMES head

Repeat desired H-mode 

discharges

1

3

5
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To ensure the success of the DiMES experiment, it was highly encouraged to develop a 

basic computational model to test and optimize the micro-trench geometry, as well as plan a 

preliminary experiment to test the micro-trench measurement technique. For the computational 

modeling, a set of Monte-Carlo scripts being developed at ORNL was recommended. The original 

script, named “MPR”, was created in order to perform erosion, reflection, and migration 

calculations on sculpted material surfaces due to ion bombardment [9]. The script is capable of 

deriving local impact angle and density distributions on a specified rough surface, which is needed 

to derive spatially resolved erosion and re-deposition values [9]. The end goal of using the MPR 

script was to test whether material surfaces could be roughened/manufactured in such a way that 

the material’s total, global sputtering rate was reduced. The original MPR script of Dr. Ane Lasa 

was modified to investigate erosion and re-deposition in the FIB-manufactured micro-trench 

geometries. The modified script predicts particle impact, erosion, and redeposition patterns within 

the micro-trenches, which could be used to optimize the micro-trench geometry [10]. The new set 

of scripts is informally referred to as “MPR-Trench.”  

There were three key steps to modifying MPR to suit the DIII-D experiment needs: 

1) Implement realistic FIB micro-trench geometries into modeled surface 

2) Introduce ion angle distribution functions relevant to tokamak divertors 

3) Utilize energy and angle dependent sputter yield models for relevant materials 

 

The material target surface in MPR is modeled by a continuous, multivariable equation in 

a 3D cartesian coordinate system. This continuity limitation made modeling the walls and edges 

of the micro-trenches somewhat challenging. Through trial and error, it was decided that a 

hyperbolic tangent function worked best to construct the trenches in 3D space, as described in 

Equation 3: 

𝐸𝑞. 3      𝑧 =
𝐴

2
[𝑡𝑎𝑛ℎ(𝑆(𝑥 − 𝑏𝑥)) + 𝑡𝑎𝑛ℎ(𝑆(𝑦 − 𝑏𝑦))] 

where z = the surface height, A = the trench depth, bx = half of the trench length (along x), 

by = half of the trench width (along y), and S represents a slope shaping coefficient. In practice, 

Z, bx, and ‘by’ would be controlled during the focused ion beam process. The slope shaping 

coefficient S depends on how precisely the FIB work is done. For example, if working with higher 

beam currents, the ion beam will exhibit more spread in the ion trajectory and the rectangular 
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trench walls would end up more sloped, corresponding to a lower value for S in the modeling. An 

example of the micro-trench modeling in using the hyperbolic tangent function is shown below in 

Figure 5.9.   

 

Figure 5.9 – Example micro-trench geometries in MPR-Trench. Left, side views of a 10 x 4 x 5 

μm are shown, with two different values for the sloping parameter S. Right, an angled view of a 

10 x 10 x 4 μm trench with S = 3. 

 

The next step is to use realistic ion angle distributions that occur within a divertor 

environment. Two literature sources were found which gave probability distribution functions for 

ion impact as a function of the impact angle [11,12]. These distributions were implemented into 

MPR-Trench and are shown in Figure 5.10. Datasets taken from these two studies were for highly 

inclined magnetic field angles, ~1-5° with respect to the surface parallel, which are typical on the 

divertor surface. Both sources defined their B-field angle with respect to the surface normal, so 

~85-89° distribution data was used.  
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Figure 5.10 – Ion impact angle distribution functions from Ref. [11] and [12], implemented in 

MPR-Trench MATLAB code. 

 

Finally, sputter yield calculations used expressions and coefficients detailed in Eckstein 

and Berisch, Sputtering and Particle Bombardment, including the corrected fit equations from Ref. 

[13]. Corresponding reflection data published in the 17/12 IPP report was also used [14]. The 

energy-dependent and angle-dependent sputter yield equations were not modified for MPR-

Trench, just the material-dependent coefficients used in those equations.   

With the modified MPR-trench scripts developed, an optimization study was carried out to 

determine the FIB micro-trench sizes and orientations for the DIII-D experiment. Two trench 

geometries needed to be designed: 1) trench geometries which had their floors completely 

shadowed from initial particle impact, and 2) trench geometries that exhibited partial shadowing 

and partial erosion of their floor. The micro-trenches with a completely shadowed floor would 

allow for both methods of thickness loss described in Section 5.1 since the unmodified floor could 

then serve as a depth reference point alongside any FIB fiducial markings. The micro-trenches 

designed for intentional, partial erosion on the trench floor were designed specifically for ion 

impact angle studies. The optimization studies accounted for physical experiment limitations of 

making and analyzing the micro-trenches, with total dimensions limited to a square of 10 x 10 μm 

with 4μm depth.  

The final, optimized micro-trench geometries were as follows: 10 x 4 μm rectangular 

trenches and 10 x 10 square trenches, each ~4 μm deep. The rectangular trenches were designed 

such that their floor should be completely shadowed from plasma. Sputtering and redeposition 
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patterns indicated that wider trenches led to less redeposition on the ‘shadowed wall’, the wall 

which would incorporate FIB fiducial markings as described in Section 5.1. Additionally, the 

trench depth directly determined the maximum possible length of the shadowed region. Both of 

these variables, width and depth, were maximized. There were competing factors in the trench 

length; considering the practical needs of both AFM data collection and angled SEM image 

requirements, a 1:1 ratio between depth and length was decided, resulting in 10 x 4 μm trenches 

of 4 μm depth. The elongated square trenches were simply designed with all maximum possible 

dimensions in order to exhibit a partially shadowed and partially eroded floor. From simulation 

results, ~40-60% of the square micro-trench floor was shadowed from particle impact, varying 

depending on the chosen distribution function. As a secondary experiment goal, erosion patterns 

on the square micro-trench floors would hopefully allow for some measurement of the true average 

ion impact angle. Successful angle measurements would shed light on the complex modification 

of ion trajectory through the plasma sheath and would verify the accuracy of distribution functions 

used in the modeling. 

 

5.2.2.3 – Preliminary DiMES Experiment on DIII-D 

 

A test exposure of the micro-trench technique was successfully conducted at DIII-D on 

7/07/2017. Polished, monocrystalline silicon samples provided by Sandia National Laboratories 

were prepared at Oak Ridge National Laboratory using their FEI Quanta FIB. The exposures were 

performed in the lower divertor of DIII-D, where DiMES is located, in ELM H-mode discharges 

during the plasma startup. Samples were located outboard of the outer strike point between N = 

1.02 and 1.04, far from the separatrix. This was a non-ideal configuration, but since the exposure 

took place as a ‘piggyback’ experiment during startup, no control over the plasma conditions was 

granted. Each DiMES sample was exposed to 13 total discharges, with Te and ne at the target 

surface ranging from 1 – 60 eV and 0.1 – 2.4 *1019 m-3, respectively. The two micro-trenched Si 

samples were co-located on a 7-button DiMES holder with other experimenter’s samples, with 

their locations and orientations displayed in Figure 5.11 below.  
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Figure 5.11 – Map of silicon samples and clusters for the preliminary DiMES experiment on DIII-

D. (Left) Micro-trench locations and orientations for the two Si samples, named Si-1 and Si-4. 

(Right) 7-button DiMES head, pre-exposure, with Si-1 and Si-4 located in the left-most button 

holders, upstream of plasma direction.  

 

The test used the optimized micro-trench geometries based on the aforementioned MPR-

Trench simulations: 10 x 4 μm rectangular trenches 4 μm deep with different orientations, along 

with one 10 x 10 x 10 μm square trench. One important observation from the literature was that 

the combination of ion gyro motion, sheath acceleration, and the corresponding ExB drift effects 

change the ion impact direction in the X-Y plane, i.e. the parallel sample surface [11]. Although 

the gyro-center ion motion generally follows the B-field, the individual ions are predicted to impact 

the material surface at a phase angle away from the tangential B-field (projected in the X-Y plane). 

For the 85° B-Field distribution, reference [11] predicted phase angles between 30° – 50°. Not 

knowing what the actual drift effects would be in the DIII-D divertor, clusters of 10 x 4 μm trenches 

were oriented at 0°, 45°, and 90° with respect to the magnetic field in order to see which orientation 

worked best for the FIB measurements. 

This preliminary exposure experiment provided a good proof-of-concept, with samples 

demonstrating shadowing of the trench floor and edges as predicted by simulations, along with 

clear preferential sputtering on trench surfaces with respect to the trench orientation relative to the 

magnetic field. Figure 5.12a shows an example micro-trench cluster that was prepared but 



www.manaraa.com

   

71 

 

unexposed, to give an idea of what the micro-trenches looked like pre-exposure. Figure 5.12b then 

shows micro-trench cluster ‘C1’ from sample Si-4 post exposure.  

 

 

Figure 5.12a – An example micro-trench cluster in silicon sample Si-2, prepared but unexposed 

during the DIII-D preliminary experiment 

 

 

Figure 5.12b – Micro-trench cluster C1 from exposed silicon sample Si-4. (Left) Zoomed in image 

of micro-trench T1, which is oriented with DIII-D parameters R and Bt. (Right) All three 10 x 4 x 

4 μm trenches of cluster C1. Erosion is seen to occur on the FIB triangle edges as well as the un-

shadowed, downstream micro-trench walls.  

 

The tips and certain sides of the triangular FIB markings have been eroded in Figure 5.12b. 

Additionally, the micro-trench walls downstream of Bt (the plasma flow direction), which would 
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be un-shadowed from the divertor ion fluxes, show a clear erosion/deposition pattern. There is a 

directionality to these patterns, supporting the findings of reference [11] and indicating that the 

orientation of the 45° angled micro-trench was the most well-aligned with the ion flux. Simple 

measurements of the triangular fiducial markings indicated erosion depths approaching 0.2 μm 

were achieved. Shadowed erosion patterns in the one 10 x 10 x 10 μm square trench also confirmed 

this conclusion, as shown in Figure 5.13. The well-defined pattern of erosion on the trench floor 

matched general predictions from the MPR-Trench MATLAB modeling and gave preliminary 

results for the average ion impact angle, estimated to be 53º with respect to the magnetic field and 

-55º with respect to the surface normal. These results highlight the importance of sheath 

acceleration, ExB drift, and gyromotion effects on the ion impact angle, and therefore the 

orientation used for the micro-trenches. SEM images confirmed that the floors and desired walls 

for the optimized trench geometries are being properly shadowed from particle flux. Finally, they 

also confirmed which SEM microscopes at NC State and ORNL will have good enough resolution 

to properly photograph and analyze the FIB wall markings. The pre-exposure images for this 

experiment, for example, were of poor resolution and severely hindered any accurate erosion 

measurements. 
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Figure 5.13 – Square micro-trench on silicon sample Si-4 post DIII-D exposure. The micro-trench 

floor was partially shadowed from plasma exposure, and exhibited a clear erosion pattern which 

allowed for calculation of an average ion impact angle. The green arrow indicates the approximate 

ion impact angle wrt R and Bt.  

 

5.3 – Electrothermal Plasma Sources  

 

5.3.1 – Background on Electrothermal Plasmas 

  

An electrothermal (ET) plasma source is a pulsed plasma discharge that operates in the 

confined ablative arc regime. The source consists of an electrode, an ablating liner, and a ground 

housing with source insulation. Charge is stored on a capacitor and then discharged through a spark 

gap switch, after which the arcing current through the source induces Joule heating and ablation 

of the liner material due to high radiant heat flux. This ablated material is then ionized, forming a 

low temperature, high density plasma which is discharged through the open ET barrel. The 

resulting plasma jet typically has temperatures on the order of 1-5 eV and an electron density on 

the order of 1022 – 1028 /m3, depending on the magnitude of the discharge current.  Most 

importantly, ET sources are capable of producing ~GW/m2 heat fluxes, both on the liner material 

via radiation heat flux and at the barrel exit via the resulting plasma jet [15-17]. Such a capability 
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makes ET sources suitable for simulating ELM and disruption impacts for reactor-relevant PMI 

studies. A general ET plasma source schematic is shown in Figure 5.14.  

 

Figure 5.14 – Layout of a typical electrothermal capillary discharge system [15] 

 

The ablating capillary liner is on the order of centimeters in length and millimeters in 

diameter. It can be made of any material that will ablate due to radiant heat flux from joule heating 

via a direct driven current in the discharge volume. The chosen liner material determines the 

majority of the plasma composition, alongside backfill gas and impurities from the electrode. The 

base of the electrode is the same diameter as the capillary at the base, so it fits snugly in the bore 

of the capillary. The electrode is made of a highly conductive material and screws into a copper 

feedthrough, which is directly connected to the discharge end of the spark gap. An insulating liner 

isolates the capillary sleeve so that current only passes through the hollow capillary center. The 

ground housing is made out of an electrical conductor such as brass, copper, or tungsten, and acts 

as the current’s path to ground. It houses the insulator sleeve and is the main contact point for the 

source to the chamber. For example, Figure 5.15 below shows an assembled and an expanded 

image of the source operated at Oak Ridge National Laboratory. The expanded image includes 

labels for each visual component.  
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Figure 5.15 – (Top) Assembled ET source. (Bottom) The same ET source expanded so that the 

individual components are seen and labeled [15] 

 

Electrothermal plasmas have been a useful tool for numerous research projects, including 

nuclear fusion, small spacecraft thrusters, material deposition, propulsion, and hyper velocity 

launch devices. This section will provide a brief history of ET plasma source research within the 

context of fusion applications.  

Electrothermal plasma technology originated from work studying arcs traveling through 

nozzles and capillary tubes.  Initially, these experiments utilized two electrodes on either side of 

the capillary. In the early 1970’s, Ogurtsova et al. [18] and Rozanov [19] were the first to recognize 

that these types of electrical arcs are controlled by the axial flow of ablated material in the direction 

of the discharge. Niemeyer [20] next showed that the arc is separated from the ablating liner by a 

layer of non-conducting vapor.  They concluded that the black body properties of the plasma allow 

the input power to increase drastically while temperature increases only slightly. They also 

concluded that the increasing current density increases the ablation rate which leads to a positive 

current-voltage relationship, i.e. electric field increases as current density increases. W. Herman 

et al. conducted experiments and provided theory on stationary arcs with rectangular pulses 

through a supersonic nozzle [21]. In the experimental part of this work, various diagnostics were 

installed throughout the nozzle. The bore of the nozzle was fitted with pressure sensors and quarts 

windows to allow for axial pressure and optical/spectroscopic measurements. Herman et al. found 

that the pressures and temperatures were higher where the diameter of the nozzle is at a minimum. 

In 1980, E.Z. Ibrahim developed a 1-D model to predict ablation, pressures, and temperatures 
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throughout the bore of a uniform diameter capillary tube of polymethylmethacrylate with various 

lengths [22]. In the same paper, Ibrahim also conducted experiments where axial pressure 

measurements were taken in the capillary. It was found that the pressure was highest in middle of 

the capillary over the course of the discharge. A paper by Ruchti and Niemeyer in 1986 further 

solidified the mechanics of the ablative process and the theory of vapor shielding [23]. The study 

compared their model of the ablative liner to experimental results. The conclusions made in this 

work were that the arc itself was cylindrical and isothermal; that the pressure and electric field 

established by the arc are directly scalable in terms of current, tube geometry and material, and 

pressure at the exit of the capillary; and that photo-ablation is the dominant erosion mechanism 

which creates the vapor shielding effect. Other attempts have been made at modeling the ablation 

in an ET source. Keidar et al.  attempted to implement a jump boundary condition at the Knudsen 

layer but it failed to account for any energy return to the system from the ablated material [24]. 

Sources of inaccuracies provided by this method of modeling were outlined and discussed in a 

paper by Zaghloul [25]. 

Starting in the early 1980’s, the ET plasma source was further developed for various 

technological applications. The two-electrode system previously described was changed so that 

the grounded electrode became the end of the capillary itself, leaving the hollow capillary open on 

one end and shown in Figure 5.14. NASA conducted studies on ET technology for spacecraft and 

satellite thruster applications. One example study compared ET technology to multiple thruster 

types for primary positioning devices for orbit transfer missions. The study compared arc-jet 

plasmas, pulsed ET plasmas, ion acceleration, and conventional chemical systems as primary 

propulsion devices for small spacecraft [26]. They loosely concluded that an ET or arc-jet thruster 

system would allow for a much larger payloads than the conventional chemical propulsion system 

with a much longer transit time. Burton et al. with GT Devices wrote a full comprehensive report 

on the theory, experiment, and feasibility of using an ET source as a thruster for mid-range thrust 

[27,28]. The main conclusion made in [28] is that high recombination rates at the source exit 

permits recovery of ionization energies. This produces thrust efficiencies higher than other existing 

systems in the 1500-3000 second specific impulse ranges.  

Interest also arose in using ET plasma sources in futuristic weapons. Specifically, 

electromagnetic rail launchers (railguns) and electrothermal chemical (ETC) weapons. Most of the 

ET work conducted in the 1990’s centered on ETC guns. In an ETC gun, the ET plasma source is 
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used as an ignition device for a solid energetic chemical propellant. The idea was that the plasma 

would induce a more efficient burn than in a conventional ammunition round, and that the muzzle 

energy of the projectile could be adaptively controlled by changing the amount of electrical energy 

supplied to the ET source. The Army Ballistics Research Laboratory (BRL) was interested in 

understanding what went on inside of the actual ET source. They contracted GT Devices and North 

Carolina State University (NCSU) researchers to conduct experimental and theoretical research on 

the details of the ET sources, along with conducting work of their own at Aberdeen Proving 

Ground in Maryland. The army published two lengthy reports on their work [29-31]. The first of 

the two were published by Powell and Zielinski [29,30]. These papers walk through step-by-step 

derivations of the governing equations for an ablation driven ET source for a one-dimensional, 

time dependent model. The other paper was published by Bunte et al. and discussed measurements 

of an ET plasma using atomic emission spectroscopy [31].  

North Carolina State University (NCSU) conducted many ET system experiments using 

the two ET systems available there: the plasma-propellant interaction experiment (PIPE) and 

SIRENS. Bourham et al. used the SIRENS device to develop the energy transmission factor 

associated with the vapor shielding effect [16]. A Lexan sleeve was used in a series of ET pulses 

at various shot energies. They found that an energy transmission through the vapor layer was best 

modeled at approximately 10%. This value was simulated in a code called ZEUS. This paper also 

presents measurements on liner erosion for various shot energies. It was shown that for increased 

shot energy, more material is ablated, resulting in larger erosion depths. Another experimental 

study on SIRENS measured the effects of an external magnetic field and how it impacts ablation 

[32]. The findings show that the when a magnetic field is applied around an ET source, the amount 

of surface ablation is decreased by 25-35% at lower energy inputs with Lexan source material. 

Adding a magnetic field also increases the plasma velocity, about 30% for a 3 T field. Hankins et 

al. at NCSU preformed spectroscopic measurements of pulses ranging from 1 -3 kJ through a 

Lexan liner [33]. The resulting temperature was found to be 1.2 to 1.9 eV over the range of input 

energies. To further fully understand the ET plasma source and its applications, Edwards et al. at 

NCSU conducted an experiment using PIPE that compared pressures between a pure ET source 

and an ET-chemical reaction.  

There were many computational codes written to model the ET capillary discharge. A one-

dimensional, time-dependent fluid dynamics code (ODIN) was published by Hurley et al. ODIN 
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computed plasma parameters and compared them to previous experimental results. It was found 

that the calculated parameters were in agreement of the experimentally measured values of source 

mass loss, pressure at source exit, and plasma resistivity [34]. Another code was developed and 

published in a study by Winfrey et al. The code is called ETFLOW and it is also a 1-D time-

dependent model. Winfrey implemented ideal and non-ideal conductivity models into ETFLOW 

and compared them to experimental measurements of conductivity. It was found that at low 

discharge currents, the conductivities strongly agree with ideal conductivity models and as the 

current increases, trends tend toward the non-ideal model [17]. ETFLOW has since evolved to 

incorporate 2-D models, melt layer dynamics, multi-material liner materials, and other interesting 

capabilities [35,36]. 

NCSU was the first institution to apply the characteristics of an ET plasma to events that 

occur in tokamak fusion plasmas. Gilligan and Bourham conducted experiments using an ET 

source to simulate edge localized modes (ELMs) and plasma disruptions. As discussed in Chapter 

4, both events result in a very high heat and particle flux impinging on the first wall materials. 

Gilligan and Bourham presented results from a series of shots which measured erosion thicknesses 

of various materials at similar energies with and without a magnetic field [37]. It was found that 

polycarbonates tend to ablate much more than typical fusion materials. Another researcher at 

NCSU, Sharpe, measured the size and number of particulates resulting from the ET discharge. 

Utilizing segmented source liners, they were able to expose both metals and polycarbonate 

materials to generate a mixed plasma species. They found that the liner with a Lexan-metal mix 

produced larger particulate sizes than the shots with only carbon-based materials. One intent of 

this work was to simulate the material produced in a tokamak disruption event. Echols et al. later 

published papers similar to the works of Sharpe et al, except without using polycarbonate materials 

[38-39]. Echols used Winfrey’s ETFLOW code to simulate fusion related materials in an ablative 

liner. Tungsten, beryllium, molybdenum, and lithium were all run in the simulation under various 

heat fluxes, which is derived from the discharge energy. It was found that in the source of an ET 

capillary, pure, low-Z materials tend to ablate much less than pure, high-Z materials.  Outside of 

PMI studies, other interesting fusion ET applications include pellet injection studies [39,40], 

material deposition experiments [35,41], and accelerators for magneto-inertial fusion devices [42].  
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5.3.2 – ET Experiment at Oak Ridge National Laboratory 

    

Electrothermal plasma experiments represent the other significant portion of this 

dissertation, studying select PFM candidates under ELM- and disruption-relevant heat and particle 

fluxes. A material exposure experiment was proposed using the ET plasma source operated at Oak 

Ridge National Laboratory. The proposal was coordinated and conducted through the Fusion and 

Materials for Nuclear Systems Division (FMNSD) at ORNL, specifically the Experimental Plasma 

Physics group of FMNSD. Being a relatively small and available device, the proposal to work on 

the ET source was more informal than the DIII-D experiment. This setup allowed for coordination 

of multiple preliminary experiments leading up to the final exposure experiment with the desired 

PFMs. What follows is a brief description of the ORNL ET source and the experiment setup.  

The ET plasma source at ORNL, referenced from here onwards as ‘the ET source’, follows 

the general description of Figure 5.14. The ET capillary is capped at one end by a cathode, and 

open at the other end so that the generated capillary plasma launches out as a plasma jet. Figure 

5.15 is this specific ET source. The ground housing and feedthrough are solid copper, the electrode 

tip is a W-Cu tip, and the insulator is made of a Lexan brand polycarbonate “C16H14O3” [15]. The 

source liner is variable for the ET source; Figure 5.15 displays a liner made of boron nitride. These 

experiments chose to use Lexan source liners since they are well tested in ET discharges. Post-

experiment surface depositions from the Lexan were also relatively easy to clean without 

damaging the exposed samples.  The ET source uses a DC capacitive discharge to drive a current 

axially down the hollow center of the Lexan liner, which then ablates, dissociates, ionizes, and 

forms the plasma. The liner is 105mm long and 4mm in diameter, with the inner diameter growing 

as the liner ablates with each current pulse [15]. A trigger module synchronizes all other diagnostic 

triggers to match the capacitor discharge. The ET source operates under vacuum, with the interior 

pumped to below 1mTorr before each discharge. The source is backfilled with helium gas to 40-

60 Torr right before each trigger. This backfill allows adequate electrical breakdown for current 

arc to form within the source. The current pulse itself can be controlled by installing a pulse-

forming network in the ET electrical system. Without the pulse-forming network, the natural 

current discharge lasts < 200 μs and is somewhat inconsistent in its discharge characteristics. Two 

pulse-forming networks are available for the ET source, designed to produce current pulse lengths 



www.manaraa.com

   

80 

 

of 1ms and 2ms [15]. The 1ms network is comprised of a 0.1 mH inductor and a 1 Ω resistor, which 

is highlighted in the electrical system schematic in Figure 5.16.  

 

 

Figure 5.16 – Schematic of the electrical system for the ORNL ET source [15] 

   

 Just as in the DIII-D experiment proposal, the main objective of the ET experiment is to 

measure each PFM’s erosion rate as a function of the impinging heat flux. The same post-

experiment microscopy method described in Section 5.1 gives the total net erosion thickness loss. 

This value can then be converted into an average erosion rate over the time duration of the plasma 

discharge. Although the impinging heat fluxes will be three orders of magnitude larger than that 

of the DIII-D experiment, the same microscopy method should work so long as melting and 

sublimation occurs uniformly across the sample surface. To measure the corresponding heat flux, 

the ET source housing can accommodate an infrared (IR) camera viewing port. The plasma 

generated by the current pulse impacts a target plate that is angled 45° with respect to the plasma 

jet. The target plate holds the prepared PFM samples at the center of the jet impact area. The target 

plate is angled in this way to accommodate the IR camera viewing angle. Coincidentally, a ~45° 

ion impact angle is more realistic than a normal incidence for a divertor environment, as 

highlighted in Section 5.2.2.2. A diagram of the ET source orientation with the target plate and IR 

camera is displayed in Figure 5.17. Additionally, an image of the entire ET source setup, within 
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the safety shielding box housing, is shown in Figure 5.18. It should be noted that many ET material 

erosion studies in the literature, such as references [17,37,43], analyze the heat flux on and mass 

loss of the liner material. The radiant heat flux in this case is comprised of photons from the Joule 

heating effect. Again, this dissertation experiment focuses on material samples placed at the end 

of the ET source barrel, such that the heat flux and erosion is due to impact of the ions, electrons, 

and hot neutrals from the plasma jet.  

 

  

Figure 5.17 – A top-down diagram of the ORNL ET source setup, including the source, target 

plate, and IR camera.  

 

 

Figure 5.18 – The Electrothermal plasma source at ORNL 
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5.3.3 – ETFLOW Simulations 

 

The study of alternative PFMs for this dissertation work first began with electrothermal 

plasma simulation studies, and then evolved to focus on the experimental components at DIII-D 

and ORNL. ET plasma simulations set the groundwork for this research narrative and play an 

important role in evaluating PFM erosion characteristics in the sublimation-dominated erosion 

regime. Thus, a brief description of the specific ET simulation tool used, ETFLOW, is included.  

The 1-D, time dependent code ETFLOW models plasma formation and flow in a capillary and 

self-consistently solves the set of governing plasma equations [17]. It calculates numerous plasma 

parameters such as plasma temperature and density (electrons, first and second ionization, and 

neutral particles), kinetic pressure, plasma velocity, heat flux, total ablated mass, and plasma 

conductivity. The code is written in FORTRAN and runs in a VBA environment, with several 

modules and a library for various materials of interest. The basic equations are conservation of 

mass, momentum, and energy with the appropriate plasma models and essential plasma equations 

such as equation of state, ionization, Saha equation, viscosity and electrical conductivity [34]. 

Details of the governing equations for ETFLOW as well as its history can be found in the literature 

[25, 30, 40, 44].  While the code has both the ideal Spitzer model [45] and a non-ideal model, only 

the ideal model was used. 

Important to this study are the particular equations for material ablation and the models 

used to evaluate the vapor shielding effect within the capillary. The continuity equation is written 

as in Equation 4, where 𝑛̇𝑎𝑏𝑙𝑎𝑡𝑖𝑜𝑛 is the time rate of change of material density due to ablation of 

the inner liner material. The ablation rate is calculated via Equation 5, where 𝑞𝑟𝑎𝑑
′′  is the radiant 

heat flux, R is the surface inner radius, and Hsub is the total sublimation/vaporization energy 

required to dissociate the wall molecules into plasma atoms of average mass Ap. The radiant heat 

flux follows the Stefan-Boltzmann equation for radiation heat transfer, Equation 6, where Tp is the 

plasma core temperature, Tv is the wall surface temperature, and 𝑓 is a factor that accounts for 

vapor shielding mechanism.  

𝐸𝑞 4.   
𝜕𝑛

𝜕𝑡
= 𝑛̇𝑎𝑏𝑙𝑎𝑡𝑖𝑜𝑛 −

𝜕(𝑛𝑣)

𝜕𝑧
 

𝐸𝑞 5.      𝑛̇𝑎𝑏𝑙𝑎𝑡𝑖𝑜𝑛 =
2𝑞𝑟𝑎𝑑

′′

𝑅𝐻𝑠𝑢𝑏𝐴𝑝
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𝐸𝑞 6.        𝑞𝑟𝑎𝑑
′′ = 𝑓𝜎𝑏(𝑇𝑝

4 − 𝑇𝑣
4) 

Previous work analyzing vapor shielding effect with ETFLOW employed two models, both 

of which are used in this study [43]. In the first model, the transmission factor 𝑓 equates to the 

plasma emissivity coefficient for a plasma emitting radiation as a gray-body rather than a full black 

body. The emissivity coefficient ε is related to the plasma optical thickness 𝜏𝜔 by Equation 7. The 

optical thickness determines how radiation intensity is attenuated as it travels through the vapor 

shield towards the in-tact PFC surface, and has been found to vary with the radiant heat flux and 

vapor cloud density. Rosseland’s averaging approximation is used for the calculation of the mean 

plasma opacity. The second model defines 𝑓 as the ratio of the energy reaching the capillary wall 

to the total energy emitted by the plasma core. Along with the sublimation energy, 𝑓 depends on 

the total energy of the plasma species, the density 𝜌 of the evaporated material, and the kinetic 

pressure P of the plasma, as described by Equation 8. 

𝐸𝑞 7.     𝜀 = 1 − exp (−𝜏𝜔) 

𝐸𝑞 8.      𝑓 =
𝜌𝐻𝑠𝑢𝑏

𝑃 + 𝜌𝐻𝑠𝑢𝑏 + 𝜌𝑈 +
1
2 𝜌𝑣2

 

This 1-D version of ETFLOW is only capable of evaluating total material erosion for the 

liner material. Although this does not directly correspond to the total erosion of a material target 

at the end of the ET plasma jet, the erosion rate calculations are still useful for evaluating PFMs in 

a sublimation-dominated erosion regime. As described in Section 2.3, once the material surface 

reaches melting/sublimation temperatures, the avenue for heat flux deposition (photons versus 

ions) should become irrelevant. Of course, vapor shielding effects will be different for photon 

transport and ion transport through a vapor cloud, changing the final heat flux that ultimately 

impacts the sample surface. This assumption of heat flux medium also does not account for 3-D 

melt layer splashing effects, which could differ between photon and ion fluxes. Either way, it 

should be noted that ETFLOW calculates material erosion and vapor shielding effects for the liner 

material, not any target materials.   
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CHAPTER 6 – RESULTS OF PFM EROSION STUDIES 

 

6.1 - DIII-D Experiment 

 

6.1.1 - Experiment Details 

 

The material exposure experiment took place over the course of one half-day on DIII-D. 

Seven material samples were prepared and loaded on a single DiMES head depicted in Figure 6.1 

(Left), which holds samples flush to the lower divertor of DIII-D [1]. Exposures were performed 

with the outer strike point placed at R = 1.47 m. Sample locations varied between R = 1.475 and 

R = 1.495, just outboard of the programmed strike point location. In order to increase the effective 

heat flux experienced by each material, angled samples were prepared with a 15° incline into the 

flux direction, as seen in Figure 6.1 (Right). For a typical DIII-D discharge with grazing magnetic 

field incidence angles of ~1.5° (from the surface parallel), it was predicted that the 15° angled 

faces should experience a ~10x increased heat flux magnitude. This increase would allow for heat 

flux exposures in the desired reactor-relevant range of 5-10 MW/m2. The angled DiMES sample 

illustration in Figure 6.1 also includes the approximate locations for the micro-trench clusters. At 

the top of the angled samples is a flat portion meant to avoid any extreme leading-edge melting or 

fracture at the sample tip. This area was also utilized to obtain erosion data for a perpendicular 

heat flux angle. Accurate micro-trench location information can then give erosion rate information 

as a function of height and radial location within the divertor. Of the seven samples, two angled 

samples were polycrystalline β-3C SiC and two angled samples were Ti3SiC2. Two ‘flush’ samples 

were the same SiC and Ti3SiC2. Due to time limitations, the flush Ti3SiC2 sample did not have 

prepared micro-trenches.  
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Figure 6.1 – (Left) DiMES head containing Ti3SiC2 and SiC samples, post-experiment. (Right) 

Schematic of typical angled DiMES sample, where each red cross represents a FIB micro-trench 

location. The general plasma flow follows the toroidal magnetic field Bt.  

 

Based on the MPR simulation results detailed in Section 5.2.2.2 of Chapter 5, 10 x 4 μm 

rectangular trenches and 10 x 10 μm square trenches were used in this experiment, each ~4 μm 

deep. The rectangular trenches were designed such that their floor should be completely shadowed 

from plasma. Clusters of 10 x 4 μm trenches were oriented at 0°, 50°, and 90° with respect to the 

toroidal magnetic field vector, along with clusters of one square and one rectangular trench. The 

micro-trenches angled at 50° were meant to be more closely aligned with the average ion impact 

angle based on the previous exposure experiment. Figure 6.2 shows an example 4 x 10 μm trench, 

approximately 4 μm deep, before and after plasma exposure. The combination of measurements 

from the top-down images (Left) and angled images (Middle) allow for more accurate erosion 

depth calculations, as described in Section 5.1. 
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Figure 6.2 – Example of a 4 x 10 μm trench, approximately 4 μm deep, before and after plasma 

exposures on DIII-D. Dimensions of the triangle fiducial markings from these SEM images are 

measured in order to calculate total erosion thickness loss. The green arrow represents the 

approximate direction of the ion impact.  

 

The 10 x 10 μm square trenches were designed to exhibit a partially shadowed and partially 

eroded floor. A secondary experiment goal was to attempt to measure the true average ion impact 

angle, based on erosion patterns on the square micro-trench floors. Figure 6.3 shows an example 

of SEM micro-trench images before and after exposure, along with the corresponding AFM height 

retrace data used to interpret the SEM imaging. It was expected that two of the micro-trench walls 

would provide partial shadowing of the micro-trench floor. Past those areas would be a band of 

erosion, where some but not all of the ions manage to impact the trench floor since ions have a 

range of impact trajectories affected by their gyromotion, sheath acceleration, ExB drift effects, 

etc. Finally, past that band would be a region where ions of all trajectories within the distribution 

impact the trench floor, leading to uniform erosion that matches the normal surface erosion. It was 

also suggested by modeling that erosion of the ‘downstream’ micro-trench walls could lead to 

deposition of material within the trench, but it was unknown whether this would significantly 

manifest during the experiment. 
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Figure 6.3 - Example of a 10 x 10 μm square trench in SiC, approximately 4 μm deep, before and 

after plasma exposures on DIII-D. The floors of these square trenches are only partially shadowed 

from ion impacts, resulting in a distinct impact pattern. SEM images (Left) combined with 3D 

AFM data (Right) were used to estimate average ion impact angle based on this pattern.  

 

Two methods were used to determine the heat flux on these sample surfaces during the 

experiment. The first used the 60° IRTV on DIII-D to measure temperature on graphite tiles. This 

time-dependent IR data was then used in the 2D code THEODOR [2] to estimate the heat flux on 

DiMES, assuming toroidal symmetry. The second method used the DiMES IRTV, which directly 

viewed the angled buttons to determine their surface temperature during plasma exposure. The 

corresponding heat flux on each individual button was then calculated based on the sample surface 

temperature rise. DiMES IRTV was calibrated for each material prior to the experiment by 

manually heating DiMES and fitting a function to the corresponding IR intensity, up to a 

temperature of 500 °C. Those fits are available in Appendix A.  

To calculate the heat flux from the DiMES IRTV temperatures, the 1-D heat equation Eq 

1 is solved for a 1-D slab geometry. The initial condition of a cold sample is specified in Eq 2, and 

the two boundary conditions for a finite slab of thickness x = d, where x = 0 represents the heated 

sample surface, are specified by Equations 3 and 4. As depicted in Figure 5.7 of Chapter 5, each 

DiMES sample rests on a ceramic insulator cap. There is lateral heat flow where the samples are 

pressed against the graphite DiMES cap, but for the 1-D approximation, insulated boundary 

conditions at x = d are acceptable.  

𝐸𝑞 1.     
𝜕𝑇

𝜕𝑡
=

𝑘

𝐶𝑝
(

𝜕2𝑇

𝜕𝑥2
) 

𝐼𝐶:  𝐸𝑞 2.      𝑇 = 0, 𝑎𝑡 𝑡𝑖𝑚𝑒 𝑡 = 0,    𝑓𝑜𝑟 𝑎𝑙𝑙 𝑥 

𝐵𝐶:  𝐸𝑞 3.  − 𝑘 (
𝜕𝑇

𝜕𝑥
) = 𝐹, 𝑎𝑡 𝑥 = 0  
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𝐵𝐶:  𝐸𝑞 4.   − 𝑘 (
𝜕𝑇

𝜕𝑥
) = 0, 𝑎𝑡 𝑥 = 𝑑 

The solution for surface temperature T(x,t) is given in Equation 5.  

𝐸𝑞 5.     𝑇(𝑥, 𝑡) =
𝑄′′

𝑘
√4𝛼𝑡 ∑ [−𝑖𝑒𝑟𝑓𝑐 (

2𝑑(𝑛 + 1) − 𝑥

√4𝛼𝑡
) − 𝑖𝑒𝑟𝑓𝑐 (

2𝑑(𝑛) + 𝑥

√4𝛼𝑡
)]

∞

𝑛=0

 

Where 𝑄′′ = 𝐻𝑒𝑎𝑡 𝐹𝑙𝑢𝑥, 𝑘 = 𝑡ℎ𝑒𝑟𝑚𝑎𝑙 𝑐𝑜𝑛𝑑𝑢𝑐𝑡𝑖𝑣𝑖𝑡𝑦, 𝐶𝑝 = 𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐 ℎ𝑒𝑎𝑡 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦, t = 

the time duration of the strike point heat load on the x = 0 surface, 𝜌 = 𝑑𝑒𝑛𝑠𝑖𝑡𝑦, 𝛼 =
𝑘

𝜌𝐶𝑝
, and the 

integral error function is defined as  𝑖𝑒𝑟𝑓𝑐(𝑧) = 𝑧 ∗ erfc(𝑧) −
𝑒−𝑧2

√𝜋
, where erfc(𝑧) =  ∫ 𝑒−𝑦2

𝑑𝑦
∞

𝑧
. 

Evaluating the surface temperature at x = 0 using this model results in Eq 6. 

𝐸𝑞 6.     𝑇(0, 𝑡) = 𝛥𝑇 =
𝑄′′

𝑘
√4𝛼𝑡 ∑ [−𝑖𝑒𝑟𝑓𝑐 (

2𝑑(𝑛 + 1)

√4𝛼𝑡
) − 𝑖𝑒𝑟𝑓𝑐 (

2𝑑(𝑛)

√4𝛼𝑡
)]

∞

𝑛=0

 

By rearranging Eq. 6 to solve for heat flux Q’’, the constant heat flux impinging on the 

DiMES sample surfaces can now be estimated using the IRTV temperature data. Average values 

of the temperature-dependent thermal properties 𝑘 and 𝐶𝑝 were used, based on material data and 

fits specified in Appendix A. 

𝐸𝑞 7.     𝑄′′ = 𝛥𝑇𝑘(4𝛼𝑡)−
1
2 (∑ [−𝑖𝑒𝑟𝑓𝑐 (

2𝑑(𝑛 + 1)

√4𝛼𝑡
) − 𝑖𝑒𝑟𝑓𝑐 (

2𝑑(𝑛)

√4𝛼𝑡
)]

∞

𝑛=0

)

−1

 

The plasma exposures were a combination of L-mode and H-mode plasma discharges due 

to difficulties maintaining L-mode during forward Bt conditions. Samples were exposed to 7 

discharges, summing to ~16 seconds of total plasma exposure. Average values of electron density 

ne and electron temperature Te were 1-2e19 m-3 and 20 – 40 eV, respectively, measured by 

Langmuir probes toroidally downstream at the same radial location as DiMES. ELMs were present 

during the H-mode discharges, which did affect the accuracy/error bars of the calculated average 

heat flux values for each shot. All DiMES samples were thermally insulated during plasma 

exposure but equilibrated with the DiMES holder in between plasma shots. The 60° IRTV gave an 

average heat flux measurement of ~0.5 MW/m2 for flush sample surfaces, which would correspond 

to ~5.5 MW/m2 on the angled DiMES samples. Heat flux values measured on each individual 

sample by the DiMES IRTV are the heat fluxes reported in Section 3. These are localized 

measurements taken on 1mm2 sections where each micro-trench is located. Example temperature 
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data from the DiMES IRTV, which is used to calculate the corresponding heat flux, is shown in 

Figure 6.4 for SiC. It highlights the differences in temperature rise between the L-mode exposures 

without ELMs and the H-mode exposures with ELMs. 

 

 

Figure 6.4 – (Left) Example temperature data from the DiMES IRTV for sample SiC-1. The plot 

includes two shots, one L-mode and one H-mode, and corresponding polynomial fits used to 

calculate the heat flux. The data for both shots is taken at the same micro-trench location on SiC-

1. (Right) Example intensity plot from the DiMES IRTV, zoomed in on one DiMES sample. The 

red squares indicate ~1mm2 sampling areas that correspond to some of the micro-trench locations.   

 

6.1.2 – Micro-trench Erosion Rates 

 

Erosion rate results for the β-3C SiC and Ti3SiC2 are summarized in Figure 6.5. The FIB 

micro-trench technique worked well for the SiC samples, which survived average heat fluxes of 5 

– 10 MW/m2 over 16 seconds of plasma discharges. Maximum surface temperatures approached 

~1600 °C. Total, net erosion thickness losses for the various micro-trench locations ranged from 

0.42 – 1.16 μm, translating to average erosion rates of 27 – 73 nm/s. An increasing, possibly linear 

trend was expected for the relationship between net erosion rate and heat flux in Figure 6.5, since 

a higher heat flux inherently represents an increase in particle flux for the same average particle 

energy. An increasing, but split dataset is observed that is difficult to interpret and requires 

thorough discussion.  
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Figure 6.5 – Average erosion rate versus average heat flux for angled SiC samples and angled 

Ti3SiC2 samples, from FIB micro-trench measurements and IR camera data. The SiC data exhibits 

a distinct increasing but split trend, while the Ti3SiC2 data shows no statistically significant trend 

for the heat flux range measured.  

 

Ti3SiC2 samples survived average heat fluxes of 2 – 3.5 MW/m2 over 16 seconds of plasma 

discharges. Maximum surface temperatures approached ~800 °C. Due to their location on DiMES, 

such a reduced heat flux could be attributed to shadowing of these samples by the angled SiC 

samples, which was observed in the IR data. Consequently, total net erosion thickness loss 

measurements ranged from 0 –140 nm, most of which were the same order of magnitude of the 

standard deviation of the dataset, ~30-50 nm. Corresponding erosion rates were 0 – 9 nm/s. Due 

to the low magnitudes of erosion thickness loss, the FIB micro-trench technique was not as 

successful; a statistically significant linear trend or split of linear trends cannot be discerned from 

the dataset. In Figure 6.5, the MAX phase erosion rates do somewhat follow the SiC data when 

linearly extrapolated to a lower heat flux. Thus, it could be implied that Ti3SiC2 would erode at 

roughly the same rate as the SiC, but it is difficult to conclude given the spread in the Ti3SiC2 data.  

For the SiC samples, it was expected that the multiple micro-trenches along the angled 

sample surfaces would experience roughly the same heat flux. What is instead observed in the IR 

data is a gradual increase in heat flux as the micro-trenches increase in height (as depicted in the 

upper right image of Figure 6.1). This trend is highlighted in Figure 6.6. It was also expected that 
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the heat fluxes along the raised but flat portion of the angled samples would match the heat fluxes 

of other, completely flush sample surfaces. Instead, these locations also experienced a ~10x 

increased heat flux, although the magnitudes were lower than the angled sample results. It is 

possible that this phenomenon is due to a changing plasma sheath along the sample surface. The 

micro-trenches are only ~4 μm deep, smaller than typical Debye sheaths and orders of magnitude 

smaller than ~mm magnetic pre-sheaths. However, the entire sample surface does protrude 1.2 

mm up into the plasma. The heat flux values reported in Figure 6.5 are the average value across 

the 7 mixed L-mode and H-mode exposures, with variations due to the mixed modes and ELMs 

accounted for by the horizontal error bars. Taking the precision of the heat flux calculations into 

account, the increase in heat flux along the angled sample surfaces does appear statistically 

significant. Although unexpected, this observation was beneficial in that it allowed for more data 

points at varying heat fluxes than originally expected for the experiment.  

 

 

Figure 6.6 – Average erosion rate of a SiC micro-trench versus the average height location, in 

mm, of each micro-trench.  

 

Secondly, the apparent split in the SiC data is unexpected. The dataset is comprised of 

micro-trench results from two separate SiC DiMES samples, as highlighted in Figure 6.5 and 6.6. 

SiC sample 1 (SiC-1) was closer to the average strike point location, at R-Rsep = 0.5 cm, while 

sample 2 (SiC-2) was farther away at R-Rsep = 1.5 cm. With the samples being the same material, 



www.manaraa.com

   

96 

 

the cause may lie in the heat flux variable. There are errors present in the heat flux analysis, 

specifically due to the averaging of mixed exposure types and calibration limitations. Accounting 

for these errors, along with error bars for the FIB micro-trench technique, the measurements are 

still precise enough to assert that the split trend is real. As for how to quantify the split, increasing 

trends, it is not clear what model is most appropriate. Figure 6.7 displays the SiC data from Figure 

6.5, distinguishing which samples each micro-trench was located on, and includes two methods of 

interpretation. The left image shows plausible linear trends that can be calculated irrespective of 

the sample locations, with the following fits: y = 8.44x – 14.3 (R2 = 0.977) and y = 11.8x – 73.2 

(R2 = 0.963). The right image shows plausible increasing trends if fits are based solely on the 

sample location, i.e. SiC-1 vs SiC-2: y = 5.91x (R2 = 0.70) for SiC-2 and y = 0.961*exp(0.4*x) 

(R2 = 0.986) for SiC-1.  

 

 

Figure 6.7 - Average erosion rate versus average heat flux for angled SiC samples from FIB micro-

trench measurements and IR camera data, distinguished by DiMES sample. (Left) SiC data with 

split linear trendlines irrespective of sample. (Right) The same SiC data, but with a combination 

of linear and exponential trendlines for each particular SiC sample. (Top) Designation of micro-

trench and sample locations wrt the plasma strike point. 
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The effective plasma heat flux takes into account the energy and density of the plasma, 

which is comprised of varying masses and charge states. Individual ion properties such as energy 

and density are arguably more important to consider in a sputtering-dominated erosion regime. A 

difference in these ion parameters in the strike point/scrape-off-layer could cause the observed 

split in erosion rates at localized locations across the two SiC samples. For example, there could 

be a substantially higher percentage of impurities in the scrape-off-layer farther away from the 

strike point, which would increase sputter yields due to impact from more massive ions. Radial 

variations in impurity concentration have been observed on DIII-D both experimentally and 

computationally [3]. That explanation could account for lower erosion rates for sample 1, which 

was closer to the strike point, despite a higher overall heat flux. It could also explain the different 

heat flux thresholds implied by the two linear trends. Either way, results imply that there are radial 

and axial variations in erosion physics that have been captured by the angled, micro-trenched SiC 

samples.  

 

6.1.3 – Average Ion Impact Angles 

 

Clear ion impact patterns were visible within the four square micro-trenches of the SiC 

samples. Micro-trenches in the Ti3SiC2 samples exhibited uneven milling during the FIB 

manufacturing process, resulting in rough floors unsuitable for viewing impact patterns. SEM 

images of the impact patterns combined with AFM analysis, both before and after plasma 

exposure, allowed for calculations of the average ion impact angle as a function of radial and 

vertical location.  
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Figure 6.8 – Ion impact patterns. (Left) Top-down view of a 10 x 10 μm square trench, aligned 

with 2D AFM height data. (Middle) Example results of Monte-Carlo simulations used to predict 

impact pattern within a 10 x 10 μm square trench. Represents the number of impacts per unit cell. 

(Right) Coordinate system for particle impact angle. Green arrow indicates ion impact vector.  

 

3D AFM maps (Figure 6.3) and 2D AFM line traces (Figure 6.8) confirmed the 

interpretation of SEM imaging and allowed for calculations of the average ion impact patterns.  

The impact patterns matched the simulation predictions that accounted for divertor ion impact 

angle distribution data. The results are summarized in Table 6.1. Measurements indicated ion 

impact angles from θ = 24º - 34º with respect to Bt and φ = 51.5º - 55º below the surface normal. 

The measurements are for the global coordinate system and are corrected for both the flat and 

angled trench surfaces. Each micro-trench exhibited a white band around a flat, eroded area on the 

trench floor. The middle of this white band is used to calculate the values for θ and φ. The band 

width is designated as the +/- values in Table 6.1, representing a spread in the ion trajectories that 

just make it over the shadowed trench wall and impact the floor at slightly different locations. It 

was also observed that significant deposition of eroded material did accumulate in the shadowed 

floor areas ‘upstream’ of this white band, as seen in the 2D AFM height retrace in Figure 6.8.  
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Table 6.1 – Average Ion Impact Angle Estimations      

 

 

The results in Table 6.1 imply that θ and φ are dependent on the height and distance from 

the plasma strike point, supporting the observations in Section 3.1. For example, trenches closer 

to the strike point (on sample SiC-1) showed higher values for φ and higher values for θ. These 

variations in impact angles could explain the differences in heat flux observed on the angled faces. 

If the sheath is in fact altered by the ~1mm height increase along the angled surfaces, it would 

affect the density and energy of particles impacting the surface. A corresponding difference in 

average impact angle as a function of location would be expected.  Post-experiment Monte-Carlo 

simulations were performed to find the best match to experimentally observed data (Figure 6.8). 

It was determined that ion angle distribution functions for an 88° B-field angle from Borodkina 

[4] (using the source’s terminology for B) best match the experimental observations. This result is 

most closely matched in Khaziev [5] by their 85° B-field distribution. The 88° Borodkina 

distribution match agrees well with the average measured B-field at the samples during the 7 DIII-

D exposures, which was 88.4° – 88.7° from perpendicular (1.3° – 1.6° from parallel). 

 

6.1.4 – Summary  

 

MAX Phase ceramic Ti3SiC2 was exposed for the first time to a tokamak plasma alongside 

high-purity β-3C SiC. Samples survived average heat fluxes of 2 – 10 MW/m2 over 16 seconds of 

plasma discharges with no visible macroscopic damage. SiC samples experienced 5 – 10 MW/m2, 

resulting in average erosion rates of 27 – 73 nm/s. A linear, but split, trend was observed for the 

erosion rate of SiC versus heat flux. The FIB micro-trench technique was successful in measuring 

the magnitudes of total erosion thickness loss. Ti3SiC2 samples saw lower than expected heat 

fluxes of 2 – 3.5 MW/m2, potentially due to shadowing by upstream SiC angled samples. 
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Consequently, erosion rates ranged from 0 – 9 nm/s, with magnitudes on the same order of the 

dataset’s standard deviations. A statistically significant linear trend could not be discerned from 

the data. Due to the low magnitudes of total erosion thickness loss, the FIB micro-trench technique 

was not as successful for the MAX phase samples. Measuring the average ion impact angle was 

achieved using both SEM imaging and AFM height retrace data. Erosion patterns matched those 

expected from simulations and are consistent with angle distributions reported in the literature, in 

particular reference [4]. Measurements ranged from θ = 24º - 34º with respect to Bt and φ = 51.5º 

- 55º below the surface normal. These results imply that θ and φ are dependent on the height and 

distance from the plasma strike point, correlating with the explanations for observed local changes 

in heat flux across individual angled samples.  

The FIB micro-trench technique’s effectiveness was successfully demonstrated. This 

technique offers researchers another tool to utilize in future plasma-material interaction 

experiments, with room to refine and customize for other specialized studies. For example, more 

complex micro-trench geometries could be beneficial in dedicated ion impact angle studies on 

divertor or mid-plane targets. Both SiC and Ti3SiC2 survived the multiple DIII-D exposures with 

no discernable macroscopic damage, i.e. cracks or fracture, demonstrating their robustness as 

possible PFMs with manageable erosion from physical sputtering. Promising results from the 

complimentary electrothermal plasma experiment will further highlight the importance of 

exploring alternative PFM candidates such as SiC and MAX phase ceramics for use in future large-

scale fusion reactors. 

 

6.2 Electrothermal Plasma Source Experiment 

 

6.2.1 Experiment Details 

  

The final material exposure experiment on the ET source was conducted over the course 

of two days, with the source prepared and fired as described in Section 5.3.2. A helium backfill 

gas was used at 40-60 Torr before each discharge and a Lexan liner was used for all shots. The 1.0 

ms pulse-forming network was implemented for every shot in order to produce consistent, ELM-

relevant pulse lengths and energy magnitudes.  
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The objective was to expose various PFM samples to the ET source plasma jet in order to 

measure each PFM’s erosion rate as a function of the impinging heat flux. The independent 

variables controlled in the experiment were: 1) the plasma-facing material sample, and 2) the ΔV 

across the capacitor, which determined the current magnitude of each plasma discharge and by 

consequence the impacting heat flux. The measured dependent variables were: 1) The current and 

voltage data from each ET discharge, 2) IR temperature data on the sample and sample holder, and 

3) the total erosion of each FIB micro-trench, measured post-mortem.  

All three PFMs of interest, Ti3SiC2, Ti2AlC, and SiC, were exposed along with samples of silicon 

and W that were also available. Samples were manufactured at the same time as those for the DIII-

D experiment, from the exact same material sources. They all have a cylindrical geometry with a 

flat, 6 mm diameter surface exposed to the ET plasma. Some were thin, 1.6 mm thick samples 

while others were of the larger 6 mm thick geometry. This dimensional difference was solely the 

consequence of using remaining samples not exposed in the DIII-D experiment. A custom carbon 

steel holder was manufactured to hold the samples within the ET source vacuum chamber, 

exposing only the circular 6mm diameter surface to incoming plasma flux. A schematic of the 

sample dimensions is shown in Figure 6.9 alongside photos of the actual samples.  

 

  

Figure 6.9 – (Left) ET sample dimensions. The red crosshairs indicate the locations of specific 

micro-trench clusters, labeled C1 – C4. (Right) Photograph of material samples, resting on top of 

microscope stubs within a plastic container box.  
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The Ti3SiC2, Ti2AlC, and SiC samples were polished at ORNL using colloidal silica (1-5 

nm particle size) to a mirror finish. The silicon and W samples were sent to Sandia Livermore to 

be prepared and polished to a mirror finish “but with an unknown polishing method”. After being 

manufactured and polished, each sample was cleaned via an ultrasonic cleaner with acetone, 

ethanol, and methanol (~2 minutes per solution), after which they were plasma cleaned via an Ar-

O plasma for 5-10 minutes. Only after this cleaning process were the samples loaded into a FIB 

for micro-trench manufacturing and characterization.  

The FIB micro-trench design for the ET samples is slightly different than that used in 

Section 6.1. Multiple preliminary exposures were performed to help discern the appropriate micro-

trench geometries and cleaning methods. The final geometry iteration is depicted in Figure 6.10, a 

10 μm wide x 12 μm long trench, at least 10 μm deep. Under ~GW/m2 heat fluxes, it was expected 

that microns of material may be eroded from some sample surfaces, especially for multi-shot 

exposures. Test exposures on aluminum and stainless-steel samples at lower heat flux values 

confirmed this expectation, with erosion and melt layers on the order of microns. Therefore, a 

micro-trench geometry was chosen to view at least 10 μm deep into the sample surfaces. The 

micro-trench length required to take suitable 52° angled images was then set to 12 μm. For the 

width of the micro-trench wall with fiducial depth markings, a longer wall allows more area for 

multiple erosion/depth measurements. The limiting factor is then the increased time to manufacture 

larger trenches. For the purposes of manufacturing time, the width was then set to 10 μm. Micro-

trenches were placed in three distinct locations 2mm apart from one another, as seen in the left 

side of Figure 6.9. It was thought that the micro-trenches located radially outward would 

experience a lower heat flux than those directly at the center, where the plasma jet would 

presumably have the hardest impact. If so, this choice would provide another method of gaining 

erosion values at varying heat flux magnitudes, better highlighting the relationship between 

erosion rate and heat flux.  
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Figure 6.10 – An example 10 μm x 12 μm FIB micro-trench, approximately 10 μm deep, in a 

sample of Ti2AlC. Both images are 0°, top-down SEM images of the same micro-trench, TAC5 

C4.  

 

 

Figure 6.11 – (Left) The FIB bitmap image used to mark the depth within the micro-trench, up to 

10 μm. The triangles are 2 μm long, and each line is spaced 1 μm apart. (Right) A 52° angle SEM 

image of the same micro-trench in Figure 6.8, displaying the bitmap depth markings etched into 

the shadowed micro-trench wall.  

 

To increase the accuracy of the depth measurement technique described in Section 5.1, a 

bitmap image was created to FIB into the shadowed micro-trench wall. The finalized bitmap image 

is displayed in Figure 6.11 along with an example of its implementation into a micro-trench wall. 
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Triangular shapes were again utilized to account for rounding effects on the trench edges. Lines 

were then added to extend the measurement capabilities up to 10 μm deep. Based on preliminary 

experiments where severe erosion took place, Roman numeral markings were included as well, for 

cases where some markings at the top and/or bottom become indiscernible and it’s necessary to 

locally identify each line. During FIB manufacturing, the bitmap is scaled such that each triangle 

is a programmed 2 μm in depth, while each line is spaced 1 μm apart, totaling to a marked depth 

of 10 μm. The scaling accounts for the 38° FIB milling angle and represents a 10 μm deep image 

milled onto a perfectly vertical wall. As discussed in Section 5.1, the micro-trench walls are 

imperfectly milled, with noticeable rounding of the top edges and slight sloping of the walls. This 

characteristic causes the depth markings to be milled at slightly more shallow depths than desired. 

Thus, the two-image measurement technique described in 5.1 must be utilized for accurate depth 

calculations, rather than relying solely on the fiducial markings.  

Preliminary experiment also provided insight into proper cleaning methods for experiments 

post-exposure. Using a Lexan liner for the ET shots results in a large amount of hydrocarbon ash 

being deposited throughout the ET vacuum chamber, especially on the sample surfaces. After the 

current pulse ends, a wave of cold hydrocarbons impacts and deposits on the eroded material 

surface, filling the micro-trenches and covering any viewable erosion patterns. However, despite 

the nature of these exposures, the hydrocarbon ash is relatively easy to clean without damaging 

the sample surface. Post-exposure, each sample was again placed in an ultrasonic cleaner filled 

with acetone, then ethanol, then methanol for ~2 minutes each, ending with ~5 minutes in an Ar-

O plasma cleaner. Deep micro-trenches allowed for more efficient cleaning of the hydrocarbon 

backfill, also motivating the final, deep geometry.  

A total of 15 material samples were prepared for the ET experiment. A shot plan was 

developed to expose each material to 2-3 different heat flux values. In order to generate the highest 

possible heat fluxes for the given ET setup (using the 1 ms pulse-forming network), the stored ΔV 

was varied between 6 and 7 kV. For the 3 PFMs of interest, at least one sample was also exposed 

to multiple shots. From preliminary experiments it was seen that multiple shots generated more 

uniform erosion on sample surfaces. The implemented shot plan is displayed in Table 6.2. Most 

shots were acquired successfully, with only one sample experiencing too many misfires to be 

usable.  
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Table 6.2 – Final ET Experiment Shot Plan 

 

 

6.2.2 Heat Flux Analysis  

 

A FLIR IR camera was used to collect temperature data of the sample surface during 

exposures.  As depicted in Figure 5.17 of Section 5.3.2, the IR camera viewed the sample holder 

through a small sapphire window, with the sample oriented at about a 45° angle. The camera was 

operated at the highest possible frame rate of 1337 Hz, allowing for the capture of 2-3 frames 

where the plasma jet visibly strikes the target. One important limitation on the IR camera was the 

available filter for the lens, which limits the temperature range the camera can calculate based on 

the viewed intensity. The highest-rated filter available at ORNL allowed for a 650 – 1500 °C 

temperature range. This limitation was much lower than desired, as surface temperatures over 3000 

°C were needed for materials such as SiC and W. The FLIR analysis software accounts for the 

filter limitations, and for a given surface emissivity will consider the calculated temperature data 

“saturated” if it exceeds 1500 °C. However, by artificially manipulating the programmed 

emissivity used by the software, non-saturated temperature data could be obtained by the IR 

camera. Then, the temperature data could be re-calculated using the correct emissivity value. This 

unsaturated data is then used to directly calculate the heat flux values in a given 2-D thermal image.  
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The IR camera directly produces a 2-D matrix of temperature data as one thermal image 

frame, where multiple frames are used to then construct a video of the plasma exposure at 1337 

Hz. The procedure used for converting the 2-D thermal data for each image into a heat flux map 

is as follows. Firstly, the FLIR software uses the Stefan-Boltzmann Law to calculate the surface 

temperature, T, for a programmed emissivity value, εp, and recorded IR light intensity, I, as in 

Equation 8.  

𝐸𝑞. 8     𝐼 =  𝜀𝑝𝜎𝑇4 

where σ is the Stefan-Boltzmann constant, 5.67 ∗ 10−8 𝑊𝑚−2𝐾−4. The acquired thermal 

data often had to be taken at an inflated emissivity value to avoid saturation by the FLIR software. 

Correcting this temperature data required the measurement of each PFM material’s emissivity, 

which was performed using the IR camera (with no filter), a hot plate, and a thermocouple directly 

attached to the hot plate surface. Samples were simultaneously heated on the hot plate to ~280 °C, 

during which the emissivity programmed into the IR data was actively manipulated until the 

calculated temperature matched the sample’s surface temperature. The results are summarized in 

Table 6.3. 

 

Table 6.3 – Summary of Measured Sample Emissivities 

MATERIAL EMISSIVITY (FRACTION) 

SIC 0.34 

TI3SIC2 0.17 

TI2ALC 0.19 

SI 0.27 

W 0.15 

 

These emissivity values are lower than those typically reported in the literature for the 

given materials [6]. This discrepancy is due to the fine polish of each sample surface, which 

drastically increases the surface reflectivity and hence decreases the emissivity. Two important 

assumptions should be noted regarding the use of these emissivity values. 1) Emissivity is assumed 

to not vary significantly with temperature, and 2) emissivity is assumed to not vary during the 

plasma exposure. In general, a material’s emissivity is dependent on surface temperature, the 

specific infrared wavelength being measured, and the surface geometry (roughness, curvature, 
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etc.). The dynamic erosion, surface roughening, and hydrocarbon deposition during the actual 

plasma exposure, not to mention the sharp temperature increases, affect the surface emissivity in 

a complex fashion that was impossible to quantify during the experiment. Time and equipment 

were not available to generate the required material-specific emissivity vs. temperature curves, so 

a static emissivity value during the first 1-2 frames of IR data was assumed. The diagram in Figure 

6.12 highlights the optical physics that are considered for the emissivity/temperature correction.  

 

 

Figure 6.12 – Diagram of ET sample target depicting the transport of emitted IR radiation to the 

IR camera 

 

The IR camera sees an IR intensity IS that is affected by both the sample emissivity εR and 

the transmission efficiency εS. It then calculates a surface temperature TP based off of IS and the 

programmed emissivity εP. The real surface temperature TR is calculated by defining the Stefan-

Boltzmann law for the target (Eq 9) and for the calculated IR data (Eq 10), and by relating IS to IR 

via the window transmission efficiency (Eq 11).  

𝐸𝑞 9.     𝐼𝑅 = 𝜀𝑅𝜎𝑇𝑅
4 

𝐸𝑞 10.     𝐼𝑆 = 𝜀𝑃𝜎𝑇𝑃
4 

𝐸𝑞 11.     𝐼𝑆 = 𝐼𝑅𝜀𝑆 

Solving this system of equations for TR yields Equation 12, which is applied to the IR 

temperature data to give the correct 2-D surface temperature map. 
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𝐸𝑞 12.     𝑇𝑅 = (
𝜀𝑃

𝜀𝑅𝜀𝑆
)

1
4

𝑇𝑃 

After the emissivity correction, one more correction is applied to the temperature data 

before calculating the heat flux. Although the IR temperature data became saturated during peak 

heat flux using the correct emissivity (εP = εR), later data frames taken as the sample cools 

sometimes yielded unsaturated data. Equation 5 was tested in these cases by comparing TR 

calculations using both the correct emissivity and the εP required for the peak heat flux frames. 

What is observed is a 5-20% difference between the calculated TR values. Upon further analysis, 

it was clear that as the difference between εP and εR increased, the error between calculated TR 

values linearly increased according to Equation 13.  

𝐸𝑞 13.     𝐹 = 0.3669 ∆𝜀 + 1.0332 

Where Δε = εP - εR and F is the ratio of TR calculated when εP = εR to the TR calculated with 

the inflated εP. This 5-20% difference in values is inherent to the FLIR IR software calculations 

and may represent some unknown physics calculations not considered in Equation 12. In order to 

account for this error for the high heat flux datasets (when an inflated εP is necessary to use), this 

emissivity correction factor F is calculated from Equation 13 and applied to Equation 12, resulting 

in Equation 14. The 2-D heat flux data can now be generated using the TR data from Equation 14. 

𝐸𝑞 14.     𝑇𝑅 = 𝐹 (
𝜀𝑃

𝜀𝑅𝜀𝑆
)

1
4

𝑇𝑃 

To calculate the heat flux, the 1-D heat equation Eq 1 is again solved for a 1-D slab 

geometry. The initial condition of a cold sample is specified in Eq 2, and the two boundary 

conditions for a semi-infinite slab, where x = 0 represents the heated sample surface, are specified 

by Eqs 15 and 16. Due to the short time span of the ET pulse, the penetration depth of the heat 

load into the sample surface should be smaller than the sample thickness, so the semi-infinite 

boundary condition approximation is appropriate and leads to a simpler solution for the ET 

experiment.  

𝐸𝑞 1.     
𝜕𝑇

𝜕𝑡
=

𝑘

𝐶𝑝
(

𝜕2𝑇

𝜕𝑥2
) 

𝐼𝐶:  𝐸𝑞 2.      𝑇 = 0 ,  𝑎𝑡 𝑡𝑖𝑚𝑒 𝑡 = 0,  𝑓𝑜𝑟 𝑎𝑙𝑙 𝑥 

𝐵𝐶: 𝐸𝑞 15.  − 𝑘 (
𝜕𝑇

𝜕𝑥
) = 𝐹 , 𝑎𝑡 𝑥 = 0 
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𝐵𝐶:  𝐸𝑞 16.   − 𝑘 (
𝜕𝑇

𝜕𝑥
) = 0, 𝑎𝑡 𝑥 = ∞ 

The solution for surface temperature T(x,t) is given in Equation 17.  

𝐸𝑞 17.     𝑇(𝑥, 𝑡) =
𝑄′′

𝑘
√4𝛼𝑡 [−𝑖𝑒𝑟𝑓𝑐 (

𝑥

√4𝛼𝑡
)] 

Where 𝑄′′ = 𝐻𝑒𝑎𝑡 𝐹𝑙𝑢𝑥, 𝑘 = 𝑡ℎ𝑒𝑟𝑚𝑎𝑙 𝑐𝑜𝑛𝑑𝑢𝑐𝑡𝑖𝑣𝑖𝑡𝑦, 𝐶𝑝 = 𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐 ℎ𝑒𝑎𝑡 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦, t = 

the time duration of the ET heat load on the x = 0 surface, 𝜌 = 𝑑𝑒𝑛𝑠𝑖𝑡𝑦, 𝛼 =
𝑘

𝜌𝐶𝑝
, and the integral 

error function is defined as 𝑖𝑒𝑟𝑓𝑐(𝑧) = 𝑧 ∗ erfc(𝑧) −
𝑒−𝑧2

√𝜋
, where erfc(𝑧) =  ∫ 𝑒−𝑦2

𝑑𝑦
∞

𝑧
. 

Evaluating the surface temperature at x = 0 using this model results in Eq 18. 

𝐸𝑞 18.     𝑇(0, 𝑡) = 𝑇𝑅 =
𝑄′′

𝑘
√

4𝛼𝑡

𝜋
 

Rearranging Eq 18 to solve for heat flux Q’’, the constant heat flux impinging on the ET 

samples can be estimated using the IR temperature data as shown in Eq.19.  

𝐸𝑞 19.     𝑄′′ = 𝑇𝑅𝑘 (
4𝛼𝑡

𝜋
)

−
1
2
 

Figure 6.13 shows an example photo of a material sample housed in the target holder after 

plasma exposure. The polished, circular PFM sample surface is flush with the carbon-steel holder’s 

surface. The four holes surrounding the sample are screw holes for a back plate which holds the 

PFM sample in place. The impact and flow of the plasma jet onto the holder can be inferred from 

the deposition pattern of hydrocarbon ash. Multiple test shots were performed to ensure the impact 

center aligned as close as possible with the center of the PFM samples.  
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Figure 6.13 – Post-exposure image of the ET target holder with a SiC sample, uncleaned. The ET 

plasma jet impacted this holder at about 45° from right to left, which generated the deposition 

pattern around the sample and the surrounding empty holes. 

 

Since the PFM sample possesses different emissivity values and thermal properties than 

the carbon steel holder, the sample was usually discernable in the IR thermal data. The 4 screw 

holes were also usually visible, allowing for further certainty in determining the PFM sample 

location in the 2-D thermal maps. Figure 6.14 shows an example frame of IR thermal data (TR) for 

a SiC sample exposure and the corresponding heat flux map (Q’’). Figure 6.15 shows a series of 

raw frames from the IR camera that depict the evolution of the plasma jet impact. As the plasma 

jet exits the ET source barrel on the right and travels left, it hits the target and sample at a 45° 

angle, heating the sample surface as the plasma jet spreads outwards due to the impact.  
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Figure 6.14 – (Left). Temperature map from IR camera data for shot 58 on a SiC sample. This 

temperature map displays the emissivity-corrected temperatures (TR), calculated separately for 

both the PFM sample and the carbon steel holder. (Right) Heat flux density calculated from the TR 

temperature map, calculated separately for the PFM sample and the carbon steel holder. The central 

temperature is ~1850 °C for the SiC sample, resulting in a corresponding heat flux calculation of 

~1 GW/m2.  

 

Figure 6.15 – A time-lapse of raw IR temperature data frames for Shot 58 on a SiC sample. The 

plasma jet is shot from the ET source barrel on the right of each frame, travelling from right to left 

until impact is made on the angled target holder. A programmed emissivity 𝜀𝑃 of 0.55 is used for 

these frames.  

 

Ideally, IR camera data would have been available for each shot of the ET experiment, 

providing individual heat flux data for each exposure of each PFM sample. At the start of the 

experiment, hydrocarbon ash generated by the Lexan liner began to cover the inside of the sapphire 

window. This coating significantly reduced the IR signal measured by the IR camera, resulting in 
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smeared or blank temperature datasets that were deemed unusable. Over 2/3 of the PFM samples 

had already been exposed by the time this problem was treated. Therefore, in order to best estimate 

the heat flux on samples for which there was no direct IR temperature data, it was necessary to 

evaluate the measured heat flux values as a function of the ET discharge parameters, which were 

successfully collected for all shots.   

With the use of the pulse-forming network, the ET source demonstrated consistent 

discharges at the specified ΔV values, which implies a consistent heat flux onto the samples. Figure 

6.16 displays example current and power profiles for a series of shots where the ΔV was varied 

from 5.5 kV to 7 kV, specifically to collect suitable IR data at each value. A total of 9 shots were 

collected which provided clean IR temperature data and thereby good heat flux calculations. More 

would have been collected if not for operating time limitations on the ET source.  

 

Figure 6.16 – Example profiles of current (Left) and the calculated power (Right) generated in the 

ET source as a function of time.  

 

In general, the calculated heat flux values exhibited large deviations. This characteristic is 

to be expected due to the relatively low precision of the IR camera compared to the ET discharge 

time. At the maximum frame rate of 1337 Hz, or 1 frame every 748 μs, the IR camera could only 

capture 2-3 images of the plasma jet impact. The discharge time was designed to be 1000 μs. 

Depending on when the IR camera triggers relative to the ET discharge, the first frame to capture 

IR data could “miss” the peak heat flux value by a couple 100 μs. The variation in calculated heat 

flux therefore likely comes from the significant difference in sampling times relative to the time 

of peak heat flux.  
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For each shot dataset, the frame of IR data with the highest corrected temperature value 

was used to calculate heat flux via Eq. 19. For the time duration t, the timespan of the ET power 

profile was used; going frame-by-frame through the IR images for the 9 shots, the plasma impact 

visibly lasted between 750 – 1500 μs, so this seems a reasonable assumption. Average values of 

the temperature-dependent thermal properties 𝑘 and 𝐶𝑝 were used, based on material data and fits 

specified in Appendix A. It was found that scaling Q’’ to the maximum power of the ET discharge 

(rather than total or average energy) gave the most accurate linear fit. To easily discern the desired 

relationship, and to generate some statistical information from the 9 available data points, heat flux 

values for a specific ΔV discharge were averaged together. The results are displayed in Fig. 6.17.  

 

 

Figure 6.17 – Calculated heat flux as a function of maximum ET source power 

 

The linear fit of Fig. 6.17 provides the relationship used to estimate heat flux values for the 

PFM exposures with available current/voltage data without IR data. The maximum power 

generated during each shot is calculated and then input into Eq. 20 to determine the estimated, 

average heat flux Q’’ in W/m2. This heat flux value is related to the total amount of material erosion 

experienced by each sample. 

𝐸𝑞 20.     𝑄′′ = 63.2 (𝑃𝑚𝑎𝑥) + 5.45 ∗ 108 
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It should be noted that each heat flux data point used in Fig. 6.17 and Eq. 20 uses heat 

flux measurements at each micro-trench location (C1-C4) averaged together. The heat fluxes at 

each individual micro-trench location were evaluated separately per the original experiment plan, 

with the assumption that a significant difference in heat flux would occur across the 2 mm gap 

between micro-trench locations. Fairly uniform heat fluxes across the micro-trench locations 

were observed, as seen in the right side of Fig. 6.14. The standard deviation of the averaged heat 

fluxes used to determine Eq. 20 are on the order of 5 – 10%, which is due to the IR camera’s low 

frame rate. Since the differences in heat flux across micro-trench locations for the same sample 

are small (< 5%), and would be washed out by the error in Eq. 20, it is not statistically significant 

to distinguish between micro-trench locations. Consequently, the corresponding FIB erosion data 

will also be averaged across all micro-trenches on a single sample. 

 

6.2.3 – Microscopy Analysis – Silicon   

 

Two silicon samples were exposed during the ET experiment, labeled Si3 and Si5. Sample 

Si3 was exposed to one plasma shot at a programmed 6 kV, while sample Si5 was exposed to a 

series of 5 plasma shots all at 6kV. The material is monocrystalline silicon that was left over from 

the preliminary DIII-D experiment mentioned in Chapter 5 Section 5.2.2.3. Silicon exhibits much 

lower melting and boiling points than the PFMs of interest, 1412 °C and 2900 °C, respectively [7]. 

Additionally, silicon is known to be quite brittle at room temperature. With such poor thermal and 

mechanical properties, silicon serves as a worse-case example in this experiment with which the 

PFMs of interest can be compared.  

As expected, extreme melting, boiling, and fracturing was observed on the surfaces of both 

silicon samples. Figure 6.18 depicts pre- and post-experiment SEM images of example silicon 

surfaces, at lower magnification to highlight this extreme degradation of the material surface.  
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Figure 6.18 –Micro-trench cluster C1 in silicon sample Si3, before (Left) and after (Right) 1 ET 

plasma exposure, showing evidence of surface melting.  

 

Erosion of the sample surface is non-uniform, with boiling and fractured pits on the same 

size scale as the micro-trenches. This roughness made measuring the actual surface depth along 

the micro-trench walls difficult. In addition to the severe erosion of the surface, deeper fractures 

were observed along the micro-trench walls, sometimes on the shadowed walls with the FIB 

fiducial depth markings. These fractures sometimes led to ejection of pieces of the micro-trench 

wall. These wall fractures may indicate the depths of fractures within the bulk material, or they 

may be an artifact of just the micro-trench geometry. For this reason, depth measurements were 

made for both the non-uniform material surface and the bulk fracture depths within the micro-

trench. Figures 6.19 and 6.20 highlight the most extreme micro-trench erosion example for the 1 

shot silicon sample. For the silicon sample exposed to 5 consecutive plasma shots, the erosion was 

so extreme that no micro-trenches could be found/identified. This result implies that for the 5 shot 

case, at least ~8.5 μm of erosion occurred on the sample surface, which is included in the final 

dataset strictly for comparison with the other PFMs.  
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Figure 6.19 – Pre-exposure (Left) and post-exposure (Right) images of an example micro-trench 

in silicon exposed to one, 6 kV ET plasma discharge, at both a 52° tilt (top images) and a top-

down 0° tilt (bottom images). 
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Figure 6.20 – Overlaid images of a silicon micro-trench for pre-exposure (Left) and post-exposure 

(Right), highlighting fracturing of the micro-trench wall down to the 6 μm depth marker.  

  

6.2.4 – Microscopy Analysis – Tungsten  

 

Two tungsten samples were exposed during the experiment, labeled W1 and W2. Sample 

W1 was exposed to one plasma shot at a programmed 6 kV, while sample W2 was exposed to a 

series of 5 plasma shots all at 6kV. Although there is no specific ITER-grade of tungsten, these 

tungsten samples were labeled as “ITER-grade” when provided for the experiment. They serve as 

an example for what will be used in the final divertor design for the ITER tokamak. Thus, the 

tungsten results represent the standard by which the alternative materials should be compared to, 

at least in regards to their use as divertor PFMs. With such high melting and boiling points (3422 

and 5930 °C, respectively), it was unknown whether the ET pulse would be sufficient to reach a 

sublimation-dominated erosion regime for W.  

Significant melting and melt-layer motion was observed on the surfaces for both the 1 shot 

and 5 shot cases, consistent with expectations from [8] and [9]. Figure 6.21 depicts pre- and post-
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experiment SEM images of the two W surfaces, at lower magnification to highlight this extreme 

degradation of the material surface.  

 

Figure 6.21 – (Left) Example W micro-trench, pre-exposure, at a 0° top-down view. (Middle) W 

micro-trench after being exposed to one ET plasma shot at a programmed 6 kV. (Right) W micro-

trench after being exposed to 5 consecutive shots at 6 kV. The Left and Right images are of the 

same micro-trench pre- and post-exposure, while the Middle image depicts a micro-trench at the 

same C4 location.  

 

In the case of one ET plasma exposure, the molten pits are uniformly dispersed over the 

sample surface and vary in size from about 2 – 5 μm in diameter. They do not however constitute 

the entire surface, meaning that any material loss on the surface is localized. Multiple melting pits 

did occur on the micro-trench edge with fiducial markings, providing some information on their 

depth, about 1-2 μm deep on average. An example is shown in Fig. 6.22. Based on deformation of 

some of the micro-trench fiducial markings, the melt layer penetrated ~2 μm into the surface, but 

there was no significant melt-layer motion or deformation of the micro-trench geometry. The 

individual molten pits do exhibit melt motion and re-solidification in the plasma flow direction.  
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Figure 6.22 – (Left) Pre-exposure image of a W micro-trench at location C2, exposed to one ET 

plasma shot at 6 kV. (Right) Post-exposure image of the same micro-trench, exhibiting molten 

material motion and loss at the micro-trench edge.  

In the case of the 5-shot ET plasma exposure, the surface melt layer that formed was much 

more extreme and uniform than the 1-shot case. The molten pits are larger in size, up to 10 μm in 

diameter, and all blend together to comprise a fully deformed surface. Repeated plasma exposures 

appear to have grown the molten pits with each successive shot, as well as induced significant 

melt-layer motion of the entire surface. Of the three micro-trenches available to observe on the 5 

shot sample, only one survived enough to obtain suitable measurements (for location C4) and is 

displayed in Fig. 6.23. Significant deformation of the micro-trench structure and the corresponding 

fiducial markings is observed, with only the middle triangle marking being suitable for direct 

height comparisons. One micro-trench exhibited a cascade of the melt-layer into the micro-trench, 

displayed in Fig. 6.24, which extended so far as to prevent surface height data due to the inability 

to obtain top-down image measurements. These two samples did provide insight into the melt layer 

depth, at least in terms of how deep the FIB micro-trench geometry was deformed.  The third 

micro-trench was backfilled with a mass of molten W that obscured the fiducial markings and 

prevented any measurements.  

Figure 6.25 shows pre- and post-exposure images of the FIB label carved into tungsten 

sample W2, further highlighting the extreme melting and deformation that occurred due to 5 

consecutive ET plasma exposures.  This is the same label featured in Fig. 5.5 of Chapter 5.  
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Figure 6.23 - Pre-exposure (Left) and post-exposure (Right) images of an example micro-trench 

in W exposed to 5 consecutive, 6 kV ET plasma discharges, at both a 52° tilt (top images) and a 

top-down 0° tilt (bottom images). 
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Figure 6.24 - Pre-exposure (Left) and post-exposure (Right) images of an example micro-trench 

in W exposed to 5 consecutive, 6 kV ET plasma discharges, at both a 52° tilt (top images) and a 

top-down 0° tilt (bottom images). 
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Figure 6.25 – Pre-exposure (Left) and post-exposure (Right) images of the FIB label used to 

uniquely identify tungsten sample W2. The label is carved approximately 1.5 μm into the sample 

surface.  

 

6.2.5 – Microscopy Analysis – Ti3SiC2 

 

Three Ti3SiC2 samples were exposed during the experiment, labeled TSC5, TSC6, and 

TSC7. Sample TSC5 was exposed to a series of 5 plasma shots at 6 kV, while samples TSC6 and 

TSC7 were exposed to a single plasma shot, at a programmed 7 kV and 6 kV, respectively. The 

expectations for Ti3SiC2 were somewhat unknown for the ET exposures. The MAX phase ceramics 

were chosen for this study due to their reportedly high thermal-shock resistance and damage 

tolerance at high operating temperatures. However, the high heat flux ET exposures were designed 

to test the Max phases far past the operating temperature limits discussed in Chapter 4 (1700 °C 

for Ti3SiC2). Additionally, rather than melting or sublimating, the MAX phases are expected to 

dissociate past this temperature limit. It was uncertain how the combined physics of dissociation 

and melting/sublimation would affect the morphology and erosion of the surface layer, let alone 

the calculations for net erosion depth.   

The post-exposure Ti3SiC2 samples exhibited a combination of melting, boiling, and 

fracturing on the surface. Small, scattered molten pits were observed for the 1 shot cases, at least 

where the surface was not terribly damaged from fracturing. These pits were smaller than those 

observed for the tungsten samples, ranging from about 0.1 – 1.5 μm in diameter, as highlighted in 
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Fig. 6.26. There did not appear to be an increase in average size with an increase in heat flux 

magnitude. A more significant erosion mechanism is the deep fracturing of the Ti3SiC2 material, 

which resulted in the formation of jagged, sharp holes and crevices as fractured material was 

ejected from the surface. The depth and magnitude of this material loss due to fracture does appears 

to increase with an increase in heat flux. EDX analysis was performed on the samples to attempt 

to measure any dissociation that may have occurred, mainly a lack of the A-group element Si. The 

Ti, Si, and C were uniformly seen across the surface, implying that the molten/deformed material 

is bulk Ti3SiC2. However, it is possible that the e- beam voltage of 10 kV penetrated too deep into 

the surface and was measuring Si signals far below the deformed layer of interest.   

 

 

Figure 6.26 – (Left) Pre-exposure image of an example Ti3SiC2 micro-trench. (Right) zoomed-in 

images of Ti3SiC2 micro-trench edges after exposure to one ET discharge at a programmed 6 kV 

(Top Right) and 7 kV (Bottom Right). In both cases, small molten pits of various sizes are visible 

along the surface. All images are for the same micro-trench location (C4).  

  

In the case of one ET plasma exposure, there was a wide mix of erosion phenomena 

observed on the micro-trench edges. In cases where significant fracturing was not present along 

the edge, erosion depth measurements for the flat material surface were easily obtained. Some 

deformation of the edge geometry was observed, i.e. bending and elongation, however a clear layer 



www.manaraa.com

   

124 

 

of melt motion was not visible. In other cases, bulk fracturing of the material surface did occur 

along the trench edges with the fiducial markings, often making it difficult to make depth 

measurements for the actual, average material surface. There were many extreme cases of material 

fracturing that could be observed within the micro-trenches. In some instances, the triangular depth 

markings would be completely destroyed along the edge, requiring the use of the deeper line 

markings. In other cases, entire portions of the micro-trench wall were observed to have fractured 

and collapsed within the micro-trench, in the direction of plasma impact. Figure 6.27 highlights an 

example where material loss due to surface melting and from fracturing are both observed along 

the micro-trench edge. Figures 6.28 and 6.29 feature a few of the multiple examples of extreme 

fracture that were observed amongst the one-shot samples.  Qualitatively, fracture effects from the 

7kV exposure appeared more severe than in the 6kV case. 
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Figure 6.27 – Pre-exposure (Left) and post-exposure (Right) images of an example micro-trench 

in Ti3SiC2 exposed to one 7kV ET plasma discharge, at both a 52° tilt (top images) and a top-down 

0° tilt (bottom images). 
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Figure 6.28 - Pre-exposure (Top Left) and post-exposure (Top Right) images of an example micro-

trench in Ti3SiC2 exposed to one 7kV ET plasma discharge. A collapse of the depth-marked micro-

trench wall is observed, highlighted with a zoomed-in image on the Right. 
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Figure 6.29 - Overlaid images of a Ti3SiC2 micro-trench for pre-exposure (Left) and post-exposure 

(Right), highlighting fracturing of the micro-trench wall down to the 6 μm depth marker. 

 

In the case of the consecutive 5-shot ET exposure, uniform fracturing and erosion loss was 

observed on the sample surface and along each micro-trench wall. Figure 6.30 provides a surface 

comparison between the 1 shot and 5 shot cases, displaying images at a 52° to highlight the 

difference in surface roughness. As the fracture sites are generated during successive plasma shots, 

they propagate from one another, resulting in a uniformly jagged and eroded material surface. 

Consequently, the amount of fracturing and material loss on the micro-trench walls was more 

severe than in the 1-shot case. In one instance, material loss from fracture spanned past the 

maximum 10 μm FIB depth markings. Just like in the silicon analysis, it was important to take 

depth measurements for both the average surface height and for the fracture depth within the 

micro-trench wall. These wall fractures may be artifacts from just the micro-trench geometry, 

although many instances of bulk material ejection at similar depths and sizes of the micro-trenches 

themselves were observed on the surface. Figure 6.31 is another overlaid image meant to highlight 

the extreme depth of fracturing observed in the 5-shot sample.   
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Figure 6.30 - (Left) Example Ti3SiC2 micro-trench, pre-exposure, at a 52° angled view. (Middle) 

Ti3SiC2 micro-trench after being exposed to one ET plasma shot at a programmed 6 kV. (Right) 

Ti3SiC2 micro-trench after being exposed to 5 consecutive shots at 6 kV. The Left and Right 

images are of the same micro-trench pre- and post-exposure, while the Middle image depicts a 

micro-trench at the same C1 location. 

 

 

Figure 6.31 - Overlaid images of a Ti3SiC2 micro-trench for pre-exposure (Left) and post-exposure 

(Right), highlighting fracturing of the micro-trench wall down to the 9 μm depth marker. 
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6.2.6 – Microscopy Analysis – Ti2AlC 

 

Four Ti2AlC samples were exposed during the experimental campaign, labeled TAC4, 

TAC5, TAC6, and TAC7. Samples TAC4, TAC6, and TAC7 were exposed to a single plasma shot 

at a programmed ΔV of 6 kV, 6.5 kV, and 7 kV, respectively. Sample TAC5 was exposed to 5 

consecutive plasma shots at 6 kV. As with Ti3SiC2, the expectations for Ti2AlC were somewhat 

unknown for the ET exposures. The high heat flux ET exposures were designed to test the MAX 

phases far past their operating temperature limits (1600 °C for Ti2AlC). Additionally, rather than 

melting or sublimating, the Max phases are expected to dissociate past this temperature limit. It 

was uncertain how the combined physics of dissociation and melting/sublimation would affect the 

morphology and erosion of the surface layer, let alone the calculations for net erosion depth. 

Compared to Ti3SiC2, Ti2AlC does possess slightly higher thermal conductivity and specific heat 

values, so there was a slight expectation for it to better handle the high heat loads.  

The post-exposure Ti2AlC samples exhibited a combination of melting, boiling, and 

fracturing on the surface. Small, scattered molten pits were observed for the 1-shot and 5-shot 

cases. These pits were of the same scale as those observed on the Ti3SiC2 samples, ranging from 

about 0.1 – 1 μm in diameter. There did not appear to be an increase in average size with an 

increase in heat flux magnitude. Figure 6.32 depicts pre- and post-experiment SEM images of the 

Ti2AlC for the 1-shot and 5-shot, 6kV cases, at lower magnification to highlight the increased 

degradation of the material surface.  

 

 

Figure 6.32 – (Left) Example Ti2AlC micro-trench, pre-exposure, at a 0° top-down view. (Middle) 

Ti2AlC micro-trench after being exposed to one ET plasma shot at a programmed 6 kV. (Right) 

Ti2AlC micro-trench after being exposed to 5 consecutive shots at 6 kV. The Left and Right images 
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are of the same micro-trench pre- and post-exposure, while the Middle image depicts a micro-

trench at the same C2 location. 

 

In the case of one ET plasma exposure, relatively uniform erosion from the melting/boiling 

pits was observed on the micro-trench edges. A distinct, shallow melt layer was observed along 

the edges, often less than 1 μm deep. Compared to the Ti3SiC2 samples, erosion depth 

measurements for the flat material surface were easily obtained. Fracturing and material ejection 

were observed in some Ti2AlC samples, to a much less severe extent than in the Ti3SiC2 samples. 

Most were shallow fractures less than 4 μm in depth. Due to the number of available samples, it 

was possible to gradually increase the heat flux exposure amongst the three 1 shot samples.  

Qualitatively, fracture effects did appear slightly more severe with increasing heat flux, especially 

the depth of visible cracks that did not necessarily result in material ejection. There was no 

observable increase in melting pit size or areal density with the increase in heat flux. Figure 6.33 

highlights an example where material loss due to surface melting and from fracturing are both 

observed along the micro-trench edge for the 6.5 kV shot. Figure 6.34 is an overlaid image that 

provides a good example of uniform melt layer formation and surface erosion for the 6kV shot.  
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Figure 6.33 - Pre-exposure (Left) and post-exposure (Right) images of an example micro-trench 

in Ti2AlC exposed to one 6.5kV ET plasma discharge, at both a 52° tilt (top images) and a top-

down 0° tilt (bottom images). 
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Figure 6.34 - Overlaid images of a Ti2AlC micro-trench for pre-exposure (Left) and post-exposure 

(Right), highlighting the melting and boiling along the micro-trench edge. 

 

In the case of 5 consecutive ET plasma exposures, uniform fracturing and erosion loss was 

observed on the sample surfaces and along the micro-trench walls. Figure 6.35 provides a surface 

comparison between the 1 shot and 5 shot cases, displaying images at a 52° to highlight the 

difference in surface roughness. In many instances, deep fractures were observed to form along 

the micro-trench walls without resulting in mass material ejection. The material loss that did occur 

was usually contained to above the 4 μm depth marker. As with the Ti3SiC2 analysis, it was 

important to take depth measurements for both the average surface height and for the fracture depth 

within the micro-trench wall. Figure 6.36 shows pre- and post-exposure images of the FIB label 

carved into the TAC5 sample, further highlighting the melting, boiling, and fracturing caused by 

the 5 consecutive ET plasma exposures.   
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Figure 6.35 - (Left) Ti2AlC micro-trench after being exposed to one ET plasma shot at a 

programmed 6 kV. (Right) Ti2AlC micro-trench after being exposed to 5 consecutive shots at 6 

kV. The Left and Right images are of micro-trenches at the same C2/C3 location, and are displayed 

at a 52° angle to highlight the difference in surface roughness. 

 

 

Figure 6.36 - Pre-exposure (Left) and post-exposure (Right) images of the FIB label used to 

uniquely identify tungsten sample TAC5. The label is carved approximately 0.5 μm into the sample 

surface.  
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6.2.7 – Microscopy Analysis – Silicon Carbide 

 

Four SiC samples were exposed during the experiment, labeled SiC8, SiC9, SiC10, and 

SiC11. An additional, un-micro-trenched SiC sample was also available for IR heat flux 

calibrations. Samples SiC9 and SiC11 were exposed to a single plasma shot at a programmed ΔV 

of 6 kV and 7 kV, respectively. Samples SiC8 and SiC9 were planned for 5 consecutive plasma 

shots at 6 kV. However, SiC8 experienced too many misfires to be easily interpreted, and was 

scrapped and used as another calibration sample. This left only three SiC samples for erosion 

analysis. As discussed in Chapter 4, silicon carbide has excellent thermal properties, strong 

covalent bonds, and sublimates rather than melting. It was expected that this combination of 

properties would lead to a uniform, low erosion rate across the sample surfaces. 

The post-exposure SiC samples proved much more robust than expected. Sample surfaces 

showed a small increase in surface roughness, in some instances exhibiting small pits on the order 

of 0.2 μm in diameter as displayed in Fig. 6.37. Despite the surface roughening, the FIB fiducial 

depth markings looked the same to the naked eye, causing worry that not enough sublimation 

occurred to obtain measurable gross erosion values. Only during the SEM image analysis, at high 

magnification, was a small amount of surface erosion confirmed. Although SiC is a ceramic, no 

surface fracturing was observed on the flat sample surfaces.  
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Figure 6.37 - (Left) Pre-exposure image of an example SiC micro-trench. (Right) Zoomed-in 

images of SiC micro-trench edges after exposure to one ET discharge at a programmed 6 kV (Top 

Right), to 5 shots at 6 kV (Middle Right), and one shot at 7 kV (Bottom Right). Small pits are only 

observed in the 1-shot, 6 kV case, while the other post-experiment images display a small amount 

of uniform surface roughening with no distinct pits.  

 

The two samples that withstood one ET plasma discharge looked similar to one another in 

that negligible erosion was visible on the FIB fiducial markings. The one notable difference was 

the presence of the small, 0.2 μm pits in the lower heat flux shot, again highlighted in the top right 

of Fig. 6.37. For the case of 5 ET exposures at 6kV, a similar roughened surface was seen, implying 

that any small erosion pits that formed were uniformly blended together after successive heat 

fluxes. Figure 6.38 shows an example micro-trench before and after the 5-shot exposure. The 

sample surface is dirty from hydrocarbon debris but otherwise exhibits negligible damage, 

showing just how robust the SiC samples were to the incoming heat flux and plasma ions. It was 

noted in the lab book that the SiC sample surfaces maintained their mirror finish after the 

experiment.  
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Figure 6.38 – Pre-exposure (Left) and post-exposure (Right) images of an example micro-trench 

in SiC exposed to five ET plasma discharges at 6 kV, at both a 52° tilt (top images) and a top-

down 0° tilt (bottom images). 

 

After the samples were cleaned and imaged post-experiment, there was skepticism that the 

material erosion would be too negligible to make any depth measurements. The decision was made 

to re-expose two of the SiC samples, SiC 9 and SiC 10, for repeated plasma exposures. This was 

in addition to the shot plan in Table 6.2. SiC 9 was exposed to an additional four ET discharges at 

a programmed 7 kV, while SiC 10 was exposed to an additional 10 6 kV shots. Even after these 
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added exposures, negligible surface damage was observed in the SEM images. More pronounced, 

uniform surface roughening was seen but still not to the extent of the other PFMs. New 

hydrocarbon deposition patterns on the micro-trench floors confirmed that the samples were 

impacted by the ET plasma flux. The patterns indicated that the heat flux came at a slightly more 

normal angle (~40° compared to 45°) which even implies a slightly greater heat flux to the surface 

normal. A micro-trench example from sample SiC10, which experienced the most plasma 

exposures at a total of 15, is shown in the overlaid image in Fig. 6.39. These results solidify silicon 

carbide’s superior performance to the other PFMs tested during the ET experiment.   

 

 

Figure 6.39 - Overlaid images of a SiC micro-trench for pre-exposure (Left) and post-exposure 

(Right), highlighting the robustness of SiC after experiencing a total of 15 ET plasma discharges 

at 6 kV.  
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6.2.8 Combined Erosion Results and Discussion 

 

The total gross erosion for each material was calculated using the methods described in 

Chapter 5 Section 5.1, combining one 0° top-down and one 52° angled image for each height 

measurement of interest (Ψ = 52° for Eqs 1 and 2).  SEM image length measurements were scaled 

by the scale bar provided in each image.   

The additional erosion mechanism of material ejection due to surface fracture complicated 

the microscopy analysis method. The materials Ti3SiC2, Ti2AlC, and Si all exhibited fracturing 

into the micro-trench wall itself, which may correspond to the depths of fracturing seen on the 

polished surface or may just be related to the micro-trench geometry. This complication 

necessitated two different erosion depth measurements: the average erosion depth experienced by 

the total surface, Δts, and the average erosion depth of cracks into the micro-trench Δtc, which is 

measured with respect to the new eroded surface height. For the original goals of the dissertation, 

Δts is the quantity of interest. Figure 6.40 highlights the relationship between Δts and Δtc in a 

sample of silicon where there is clear material loss from the average surface in addition to cracks 

propagating into the micro-trench geometry. 

 

 

Figure 6.40 - Overlaid images of a SiC micro-trench for post-exposure (Left) and pre-exposure 

(Right), highlighting the relatively uniform loss of material from the surface (Δts) along with 

material loss due to fracture within the micro-trench (Δtc). 
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Values for Δts were measured for all possible micro-trenches of each ET sample. Values 

for Δtc were measured for any micro-trench that possessed a fracture into the trench wall which 

resulted in loss of material. Δtc represents the maximum depth of this fracture. As discussed in 

Section 6.2.2, the small spread in heat flux magnitudes across the different micro-trench locations 

C1-C4, relative to the error associated with Eq. 20, motivated the averaging of depth measurements 

together for one exposed sample. The associated errors for this method turned out to be quite high, 

ranging from 25 – 90%. Upon further investigation, it was seen that the measurements for 

individual micro-trench locations (2 – 3 points per micro-trench) were in general more precise. 

This realization implies non-uniformity of erosion on the surface, which is further enhanced by 

melting and fracturing of the sample surface which can change local surface heights. For the 

purpose of material comparison, it was therefore decided to instead analyze the maximum average 

erosion rate calculated at an individual micro-trench on each sample surface. Doing so emphasizes 

the worst-case scenario for each material exposure while allowing for more interpretable 

comparisons from the uncertain dataset. 

The results are split into three main graphs of average erosion rate vs average heat flux. It 

was observed that multi-shot ET exposures often exhibited erosion rates less than the 

corresponding 1-shot cases. It was presumed that sublimation-dominated erosion should occur at 

the same rate across a uniform sample surface. However, as the surfaces roughen after each 

successive plasma shot, this assumption does not remain true.  In the case of the MAX phases and 

Si, the ~μm scale surface fractures that were observed across some samples would build on one 

another and greatly increase the average erosion rate. In the case of SiC, the small sublimation pits 

would roughen and blend together, resulting in an overall reduced average erosion rate. Thus, the 

1-shot and multi-shot data are split into two datasets to be evaluated separately. Figure 6.41 

displays the final surface erosion rate results for all 1-shot cases, calculated from the total surface 

erosion Δts. The error bars represent +/- 1 standard deviation for the data across an individual 

sample.  
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Figure 6.41 – Average erosion rate of sample surfaces as a function of the average impinging heat 

flux. Error bars represent +/- 1 standard deviation for all erosion rate measurements across each 

individual material sample.  

  

For W, the erosion depth and its corresponding erosion rate can be considered to be 0 μm/s. 

The error is due to the melt-layer motion observed in the SEM images; the measurement for the 

new surface height changes depending on how the molten pits and melt layers re-solidify after 

moving across the surfaces. SiC was the only material to exhibit relatively uniform surface erosion 

across all micro-trench locations, leading to relatively consistent measurements. The microscopy 

analysis did measure relevant surface erosion, ranging from 90 – 128 μm/s.  Erosion rates for both 

MAX phase materials were inconsistent across the different micro-trench locations, leading to 

more variation in the averaged results. Ti2AlC appears to possess a lower erosion rate than Ti3SiC2 

at the lower heat flux value, while the reverse is true closer to 1 GW/m2. On average, both exhibit 

higher surface erosion rates than SiC. The one Si erosion rate value is the highest among all 

samples at 1209 μm/s.  

Figure 6.42 displays the final surface erosion rate results for all multi-shot cases, again 

calculated from the total surface erosion Δts. Of the 4 materials evaluated, the Ti3SiC2 sample 

exhibited the greatest surface erosion due to the combination of surface erosion and surface 

fracturing. Ti2AlC, although exhibiting some surface fracturing, also exhibited a deformed melt 
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layer which likely hindered some of the crack propagation. The results indicate that W experienced 

significant melting but little material loss, while SiC experienced much lower, uniform surface 

erosion compared to the MAX phase material. Averaging over multiple plasma exposures, the 

resulting erosion rates for all materials are lower than those reported in Fig. 6.41 for a single 

exposure, particularly for the SiC samples which eroded as little as 23 μm/s. 

 

 

Figure 6.42 - Average erosion rate of sample surfaces as a function of the average impinging heat 

flux. Error bars represent +/- 1 standard deviation for all erosion rate measurements across each 

individual material sample.  

 

The average surface erosion rate calculated from Δts is important from an erosion physics 

perspective. From an engineering perspective, the total depth of erosion damage, Δts + Δtc, is 

arguably more important. The last comparison of erosion rates takes into consideration the total 

rate of erosion damage into the sample surface, displayed in Fig. 6.43.  Since SiC exhibited no 

surface fracturing or significant melt-layer ejection, their reported values are the same as in Fig. 

6.41 and 6.42, much lower than the erosion damage values for the MAX phase materials and Si. 

The W values for Δts + Δtc are calculated based on the melt-layer depth along the micro-trench 

walls. In this graph, a statistically significant increase in the erosion damage rate can be discerned 

as a function if impinging heat flux. Error bars are calculated from the standard deviation for the 
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Δts erosion rate measurements, since there is only one data point for Δtc across each individual 

micro-trench.  

 

 

Figure 6.43 - Average erosion damage rate as a function of the average impinging heat flux. Error 

bars represent +/- 1 standard deviation for the Δts erosion rate measurements. 

 

Evaluating the SEM erosion data alongside the qualitative damage mechanisms viewed in 

each sample, the following conclusions can be made. In terms of surface erosion, tungsten 

exhibited the best performance with practically zero material erosion loss. However, extreme melt-

layer formation and motion was observed across the entire surface, with melt-layer deformation 

observed to penetrate 1 – 7 μm deep. This melting led to significant morphology changes that 

would impact further erosion rates. Silicon carbide proved more robust than expected, in one case 

surviving 15 consecutive ET plasma exposures of about 0.9 GW/m2 heat flux with an average 

erosion rate of about 26 μm/s. The MAX phase materials displayed surface erosion rates on par 

with one another across the explored heat flux range, within their standard deviations. However, 

Ti3SiC2 was significantly more prone to deep surface fractures and material ejections than Ti2AlC, 

especially in the higher heat flux range as seen in Fig. 6.43. As expected, silicon performed the 

worst of all the tested materials, although the MAX phases did not perform much better once 

surface fracturing was considered. Evaluating both the erosion data and the observed material 
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deformation mechanisms, silicon carbide demonstrated the best performance under the high heat 

flux ET discharges.  

  

6.3 – ETFLOW Simulations 

 

Simulation results were obtained for SiC, Ti3SiC2, Ti2AlC, and other ITER-relevant PFMs. 

Total erosion was obtained from the ETFLOW code using current pulses of temporal and spatial 

magnitudes relevant to uncontrolled ELMs, VDEs and unmitigated disruptions in ITER-size 

machines. The same normalized pulse shape was used for each simulation, varying the temporal 

length and current magnitude to generate a suitable dataset. Simulations were run for vacuum 

conditions, so the plasma species is determined solely by ablation of the liner material.  The version 

of ETFLOW used for this study allowed for simulation with and without the aforementioned vapor 

shielding effects, highlighting the contribution of different erosion mechanisms. Results are 

divided into two sections, simulations for those without a vapor shield mechanism, and simulations 

using both types of vapor shielding models. The heat fluxes from ELMs and disruptions are due 

to particle and radiative heat fluxes impacting PFMs, while the vapor shield effects seen in ET 

plasmas are solely based on radiative photon transport in the current research [10,11], while other 

models have included melting and splattering [12]. Thus, these results, which only consider photon 

transport through a vapor cloud, do not directly correlate with vapor shield effects expected from 

ELMs/disruptions with particle impact. Vapor shielding still occurs and plays a key role in 

reducing heat loads on PFCs in tokamaks, so the results give an analog for what could be expected 

from particle-based heat fluxes.   

 

6.3.1 – Ablation Simulations without Vapor Shielding 

 

Ablation results without vapor shielding were obtained for SiC, Ti3SiC2, and Ti2AlC, as 

well as ITER relevant materials W, Be, C, and Fe for comparison. Simulations were performed for 

60-200 kA current pulses spanning 0.2-1 ms, resulting in average heat fluxes of ~30-150 GW/m2 

and total energy depositions of ~3-200 MJ/m2. Plasma-material interactions (PMI) and erosion are 

both a surface area dependent phenomenon, and the amount of material lost per unit surface area 
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was found to be linear with respect to the energy deposition profile for all simulations and takes 

the form of Equation 21:  

𝐸𝑞 21.     𝑀𝑎𝑏𝑙 = 𝐾 ∫ 𝑄"(𝑡)𝑑𝑡
𝑇

0

 

where Mabl is the total ablated mass per m2, Q”(t) is the time dependent heat flux in W/m2 

impacting the liner material surface over T seconds, and K is a linear constant hereafter referred 

to as the ablation constant. The ablation constant is a useful number as it is unique for each PFM 

and can be used to directly compare erosion characteristics irrespective of ELM/disruption 

conditions. K is most strongly determined by a material’s overall heat of sublimation, with an 

inverse relationship 𝐾 ∝
1

𝐻𝑠𝑢𝑏
. When considering material lifetime, comparing the volume or 

thickness loss is of importance. Dividing Equation 21 by density gives  

𝐸𝑞 22.      𝑡𝑎𝑏𝑙 =
𝐾

𝜌
∫ 𝑄"(𝑡)𝑑𝑡

𝑇

0

 

where tabl is the thickness lost from a given ELM/disruption and ρ is the PFC material 

density. K/ρ is also unique for a given material, and can be used to directly compare erosion 

characteristics in terms of erosion depth. The resulting values for K and K/ρ for all simulations are 

given in Table 6.4. For visual comparison, graphs of the mass loss and erosion thickness as a 

function of time are shown in Figure 6.44 for the same shot conditions of 150 kA, 0.5 μs.  

 

Table 6.4 – Ablation constant values from simulations with no vapor shielding 
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Figure 6.44 - ETFLOW results of total eroded mass (Left) and eroded thickness (Right) for 150 

kA discharge current, 500 μs pulse lengths for various tested materials. 

 

The multiple SiC polytypes tested all gave nearly identical results due to little difference 

in sublimation energy, so only the 6H and 3C polytypes are given in Table 6.4. Differences in 

other important material properties between polytypes, namely thermal conductivity, should be 

taken into account for more in-depth PFM evaluations. Based on the K/ρ values, W and C still 

possess the best erosion resistance as far as thickness lost, since a lower K/ρ implies less erosion 

per unit energy flux. Ti3SiC2 is the next best value, followed by SiC. Ti2AlC performed the worst 

out of all materials. 

 

6.3.2 – Ablation Simulations with Vapor Shielding 

 

Simulations using both models of vapor shielding were performed for 6H SiC, Ti3SiC2, 

and Ti2AlC. Simulations were performed for 60-200 kA current pulses spanning 0.2-1 ms, the 

same discharge profiles from Section 6.3.1. The two different vapor shield models, the opacity and 

the fractional models, evolve the vapor shield quite differently with respect to time, which 

naturally results in stark differences in shielding efficiency. Using the same discharge current, the 

two models can be compared using the ratio of the total erosion with the vapor shield model to the 

total erosion in the equivalent ablation only simulation. One can then observe if and how this 

efficiency ratio changes in regards to disruption time and magnitude. These efficiency ratios, 

although related, should not be confused with the calculated transmission factor f. For the opacity 

model, the efficiency ratio will be denoted as Mabl O/Mabl., and for the fractional model the ratio 

will be denoted as Mabl F/MAbl.   



www.manaraa.com

   

146 

 

Results from the fractional vapor shield model were relatively straightforward: each PFM 

candidate produced nearly identical efficiency ratios independent of the pulse profile. The 

transmission factor for this model follows the current/heat flux profile as it develops, with f 

decreasing as the impinging heat flux rises and relaxing back to unity as the heat flux extinguished. 

The efficiency ratios are given in Table 6.5. Results from the opacity model, on the other hand, 

show a strong variation with both heat flux magnitude and time span. General relationships 

between the efficiency of the vapor shield and a given disruption time and magnitude can be 

discerned from Figure 6.45, which shows results for Ti3SiC2. An efficiency ratio of 1.0 implies 

little to no effect of the vapor shield on material erosion, while a lower efficiency ratio implies a 

more effective vapor shield attenuating the heat flux and reducing material erosion. Two key 

relationships were observed for all materials: 1) For the same time profile, as the magnitude of the 

heat flux/energy deposition increases, the efficiency ratio increases, implying decreased vapor 

shielding. 2) For similar total energy fluxes over shorter time spans, i.e. increased heat fluxes 

across different time profiles, the efficiency ratio increases, again implying decreased vapor 

shielding. The range of opacity model efficiency ratios are tabulated in Table 6.5 based on 

disruption time. 

 

  

Figure 6.45 – Efficiency ratios for Ti3SiC2 as a function of total energy flux 
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Table 6.5 – Efficiency ratio results for vapor shielding simulations 

 

 

In comparing the three alternative PFM candidates, SiC shows a slightly stronger effect of 

vapor shielding than the MAX Phases across similar ranges. Ti3SiC2 and Ti2AlC both show similar 

vapor shielding.  

Based on simulations without vapor shielding, Ti3SiC2 is the superior alternative PFM 

candidate with SiC a close second. However, SiC shows superior vapor shielding efficiency. To 

properly discern which material exhibits the best erosion resistance, one must look at data points 

for total eroded thickness for similar pulse lengths as a function of total energy deposition, 

accounting for vapor shielding effects. Figure 6.46 shows that for similar disruption conditions, 

SiC exhibits the lowest alternative PFC thickness loss while Ti3SiC2 exhibits comparable erosion 

resistance, superior to the other MAX Phase Ti2AlC. 
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Figure 6.46 – Thickness losses for alternative PFM candidates for 500 μs disruptions using the 

opacity vapor shielding model. 
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CHAPTER 7 – DISCUSSION AND CONCLUSION 

 

7.1 – DIII-D Experiment (Physical Sputtering Regime) 

 

Only two of the desired alternative plasma-facing materials were exposed in the DIII-D 

tokamak using the FIB micro-trench technique. Of the 10 cut, polished, and micro-trenched 

samples of SiC, Ti3SiC2, and Ti2AlC prepared for the experiment, only 6 were allowed exposure 

time on DIII-D. These consisted of the two angled SiC samples and the two angled Ti3SiC2 samples 

analyzed in Chapter 6 Section 6.1, along with two flush SiC samples which yielded no quantifiable 

results. This material constraint was due to run-time limitations on DIII-D. The original DIII-D 

experiment proposal called for multiple DiMES sample holders to expose alternating SiC, Ti3SiC2, 

Ti2AlC, and W under separate L-mode and H-mode exposures. For the two samples that did 

receive exposure time, the DIII-D experiment was overall successful. Both SiC and Ti3SiC2 

survived the multiple DIII-D exposures with no discernable macroscopic damage, demonstrating 

their robustness as possible PFMs with manageable net erosion from physical sputtering. The 

desired heat flux range of 5 – 10 MW/m2 was achieved on the SiC samples, while the Ti3SiC2 

samples only experienced 2 – 3.5 MW/m2 according to the DiMES IRTV analysis. Although lower 

than desired, this heat flux is still relevant to the lower-end of large-scale reactor operations and is 

a decent first dataset for the MAX phase material.  

There were multiple complications with the DIII-D experiment that were discussed in 

Chapter 6 in an isolated context. They are further addressed and considered here in the context of 

the overall dissertation goals. First, there are multiple sources of error associated with the heat flux 

analysis. The greatest source of uncertainty comes from the mixed L-mode and H-mode plasma 

exposures. The micro-trench erosion technique is an integral method for this experiment; samples 

experienced consecutive heat and particle fluxes across the 7 plasma discharges, with the erosion 

rates of Fig. 6.5 – 6.7 corresponding to the total amount of observed erosion divided by the total 

integrated exposure time. Thus, the erosion rate of each material due to ELM impacts is 

incorporated with the erosion rates due to steady-state plasma impact. For physical sputtering, the 

increase in particle energies and densities will lead to different rates of erosion compared to the 

steady-state plasma flux. The presence of ELMs in half of the plasma discharges led to increased 

variation in the average temperature rise, as in Fig. 6.4, which was used to calculate the average 

heat flux across the 7 discharges. Importantly, the error introduced by this averaging is small 
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compared to the trend seen for SiC, asserting that the increase of erosion rate with increased heat 

flux is real. Looking at the temperature profiles for the samples, only ~10 ELMs per shot were 

observed in the IR data for the four H-mode exposures. At about 0.001 s per ELM, the total erosion 

due to ELMs would only account for a conservative 0.04 s of the total 16 s of plasma exposure 

time. Thus, what is reported for the results can be considered a good representation of the average 

erosion rate for the reported average heat flux values, meeting the dissertation goals.  

There are two sources of error associated with the micro-trench analysis. The first comes 

from the resolution of the SEM images. The highest-magnification images (10,000x) possessed 

resolutions of about 8 nm/pixel for both the top-down images and angled images. Since each length 

measurement was done by eye, one can estimate a precision of 5-6 pixels per measurement (2-3 

for each end of the length measurement), resulting in a precision error of at-most +/- 45 nm. The 

second, more prevalent source of error represents the standard deviation in the erosion depth 

magnitudes across micro-trench samples. These errors manifest from differences in the three 

triangular fiducial markings measured for each micro-trench, and represent the deviation in erosion 

uniformity. Propagating the error from image resolution into this error measurement, the resulting 

total error is about 1 – 5 nm/s for most samples. This precision was appropriate for drawing 

conclusions for the SiC dataset, equating to a 5-10% error. Unfortunately, erosion magnitudes for 

the Ti3SiC2 data were on the same order of the dataset’s standard deviations, so a statistically 

significant linear trend could not be discerned. In this regard, adequate conclusions for this 

dissertation can be drawn for the SiC, but only a general statement of 0-9 nm/s at heat fluxes of 2 

– 3.5 MW/m2 can be confidently claimed for Ti3SiC2.  

Attempting to correlate material erosion rates as a function of impinging heat flux did make 

it difficult to compare with results from the literature. Physical sputtering studies usually correlate 

total gross erosion rates to the average ion impact energy, with the goal of generating sputter yield 

curves as in Fig. 2.1. The average heat flux in those experiments is often excluded in the 

corresponding manuscripts. It was expected that, in general, the higher Z materials would exhibit 

lower gross erosion rates due to sputtering. Keeping in mind that other microscopic properties 

should also affect the average sputtering rate, it was assumed that the high purity and high covalent 

bonding of SiC, along with an average high-Z in the MAX phases, would lead to low sputtering 

yields when compared to W, Be, and C.   
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Similar exposures of W samples on DIII-D report erosion rates of about 0.5 – 1.5 nm/s 

under L-mode exposures (~0.5 - 1 MW/m2) [1,2], and 0.5 - 1 nm/s under H-mode exposures with 

ELMs (~1 MW/m2 steady state, a few MW/m2 during ELMs) [3,4]. Assuming a linear relationship 

with heat flux, these experimental values conservatively translate to about 5 – 10 nm/s net erosion 

rates under 5 – 10 MW/m2 heat flux conditions. For Be exposures, DIII-D has performed DiMES 

experiments using Al as a proxy to Be, which reported net erosion rates of 2 – 6 nm/s under L-

mode conditions [5]. A conservative translation to the 5 – 10 MW/m2 conditions leads to an 

estimated 20 – 60 nm/s. Translating and comparing these results at the same heat flux magnitudes, 

the SiC erosion rates are less than an order of magnitude greater than W erosion under similar 

exposure conditions. The Ti3SiC2 results, although less certain, are in general the same as SiC and 

thereby compare similarly with W.  These results are somewhat expected, with W having a much 

higher Zeff (74) than SiC (10) and Ti3SiC2 (15.3).  

Evaluating the quantitative and qualitative performance of SiC and Ti3SiC2 in the DIII-D 

experiment, and comparing it to similar W erosion experiments from the literature, the relative 

performance rankings for each material in a sputtering-dominated erosion regime are as displayed 

in Table 7.1. Tungsten is estimated to exhibit the lowest net erosion rate under reactor-relevant 

steady state heat fluxes by almost an order of magnitude compared to the other materials. The 

imprecise erosion data for Ti3SiC2 lies in-between the split dataset for SiC when extrapolated. The 

safest argument in this case is that Ti3SiC2 erodes at a similar rate to SiC. However, if considering 

the worst-case scenario, Ti3SiC2 does appear to exhibit about 50% lower erosion rates than the 

highest SiC erosion rate case (for a linear model). This conclusion is of course not a strong one 

due to the error associated with the Ti3SiC2 dataset.  
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Table 7.1 – Ranking of material performance during DIII-D experiment 

PFM Performance Comparison – Physical Sputtering Regime 

Material 

Relative Erosion 

Rate 

Macroscopic 

Damage 

Microscopic 

Surface Damage 

Overall PFM 

Ranking 

Tungsten Great Great Ok 1st  

Ti3SiC2 Ok Great Great 2nd  

SiC Ok Great Great 3rd  

Ti2AlC N/A N/A N/A N/A 

 

At the end of the analysis, the DIII-D experiment did not give a straightforward erosion 

rate comparison. The micro-trench technique was a success for SiC, providing a dataset with 

confident trends and error values. It is unfortunate that a straightforward comparison with the 

Ti3SiC2 data cannot be discerned due to 1) the low net erosion of Ti3SiC2 due to heat flux 

shadowing of the DiMES samples and 2) the double trend observed in the SiC data. The local 

precision of the micro-trench technique highlighted the variations in ion trajectories and erosion 

physics with analysis location. However, the overall study is a testament to why analyzing erosion 

in a physical-sputtering dominated regime as a function of impinging heat flux is not sufficient. 

Analyzing the impinging particle energy and particle flux separately, and then considering their 

combined effects on the net average surface erosion, is more meaningful. With the spectroscopy 

results being unusable for this experiment, many physics questions relating to specific sputtering 

events are left unanswered. For any future erosion experiments focused on heat flux in DIII-D, it 

is recommended to prioritize the traditional variables of ion species, density, and temperature, and 

then calculate the effective heat flux from those variables.  

 

7.2 – ET Experiment (Melting/Sublimation Regime) 

 

All of the selected alternative plasma-facing materials were tested by ET exposures using 

the FIB micro-trench technique. Of the 15 cut, polished, and micro-trenched samples, 13 yielded 

quantifiable erosion results. The desired heat flux range was 1 – 10 GW/m2. The attained heat flux 

range, 0.9 – 1 GW/m2, is at the threshold for disruption- and ELM-relevant heat fluxes expected 



www.manaraa.com

   

154 

 

in large-scale fusion devices. An ELM-relevant timescale of 1000 – 1200 μs was achieved for all 

ET discharges.  

There were multiple complications with the ET experiment that were discussed in Chapter 

6 in an isolated context. They are further addressed and considered here in the context of the overall 

dissertation goals. First, the error associated with the calculated heat flux values are larger than 

expected. Two experiment variables were introduced to obtain a range of heat fluxes: different 

charges across the capacitor bank (changing the current discharge through the source) and micro-

trenches set at the center and 2 mm away from the center. The limited IR dataset indicates a 

negligible (< 5 %) difference across the three micro-trench locations for individual shots. In 

addition, there are a multitude of error sources associated with estimating the heat flux data via 

Eq. 15 of Chapter 6, including:  1) limited clean shot data, resulting in only 2 – 3 data points 

available for averaging at a given ΔV, 2) lack of precision in capturing the peak temperature in IR 

data due to a slow frame rate, and 3) emissivity correction issues associated with the IR data. These 

issues combine into a propagated standard deviation of 5 – 10 % associated with the data in Figs. 

6.41 – 6.43. These error bars were not displayed because their overlap significantly crowded the 

figures. In reality, one standard deviation encompasses the majority of the 0.9 – 1 GW/m2 heat 

flux range.  

This error could have been partially improved if more calibration shot data had been 

available, or if the hydrocarbon ash had not been an issue. Using a boron-nitride source liner as in 

reference [6] would have yielded both a cleaner window and an increased heat flux range. The use 

of Lexan was driven by its availability, its consistent performance in ET sources, and the 

established cleaning method for the time-intensive micro-trench samples. The available IR camera 

was operated at the fastest possible frame rate. Further error reduction due to frame precision 

would have required a relatively new and improved camera. Finally, the error introduced by 

emissivity requirements is largely unquantifiable. Emissivity values are known to be temperature 

dependent. Further, the emissivity value of each sample surface likely changes during the plasma 

exposure. As surfaces erode, roughen, and are covered with ash, emissivity likely increases over 

the course of the plasma discharge. The option to re-evaluate the sample emissivity post-exposure 

was discussed. There was a concern with heating the ash-covered samples and modifying any 

erosion features within the micro-trenches, so this option was not implemented. A static emissivity 

value had to be assumed across the discharge, at least up to the first analyzed frame of IR data. 
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Great effort was taken to reduce errors in the heat flux analysis. Even so, limited shot data and 

diagnostic capabilities lead to a small heat flux range with substantial error. As such, the trends of 

erosion rate as a function of increasing heat flux cannot be reliably discerned with this dataset.  

Errors amongst the microscopy erosion dataset should also be reviewed. The IR data 

implies a uniform heat flux across an individual sample surface, as in Fig. 6.14 of Chapter 6. For 

this reason, the erosion rate data (from ΔtS and ΔtS+C) were initially averaged across all micro-

trench locations. Contrary to the heat flux data, the microscopy results imply non-uniform erosion 

across the samples, with standard deviations ranging from 25 – 90% for the fully averaged datasets. 

Local measurements taken at the individual micro-trench locations were on average more precise. 

Unexpected, complex surface erosion mechanisms further inflated the local nature of the micro-

trench method. For these reasons, it was decided (as mentioned in Chapter 6) to focus solely on 

the individual micro-trench with the highest magnitude erosion measurements. This decision 

allows for more interpretable material comparisons for the uncertain dataset. Choosing to only 

focus on the worst-case scenario for each sample at a given heat flux value is reasonable given the 

spread in heat flux data alone. A general comparison between materials can be made in confidence.  

The original intention of the ETFLOW code simulations in Section 6.3 of Chapter 6 were 

to directly complement the ET source experiments at ORNL. This comparison relied on the ET 

material exposures quickly reaching a fully sublimation-dominated erosion regime. From both the 

microscopy images and the IR data, it is clear that the W surface temperature exceeded the 3420 

°C melting point but stayed below the 5930 °C boiling point. IR data implied that SiC stayed at 

lower temperatures than W, barely exceeded the required sublimation temperature of 2800 °C. 

Such behavior would explain the low erosion rates measured for SiC. Until the material surface is 

brought up to the proper sublimation temperature, energy from the ET heat and particle flux will 

go into physical sputtering and raising the bulk temperature. The ETFLOW simulations are 

designed and validated for modeling erosion of the liner material under 10’s of GW/m2 of radiant 

heat flux within the ET source. Without any temperature control, the ET targets located outside 

the source exit inherently traverse all possible erosion regimes, evolving from physical sputtering 

to melting to sublimation throughout the course of the short ET discharge. Comparing the two 

datasets is therefore uninformative due to such stark differences in erosion mechanisms and heat 

flux magnitudes.  
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Evaluating the quantitative and qualitative performance of all PFMs in the ET experiment, 

and comparing the results to those expected from ideal ETFLOW simulations, the relative 

performance rankings for each material under ELM and disruption conditions is displayed in Table 

7.2.  

 

Table 7.2 – Ranking of material performance during ET experiment 

PFM Performance Comparison – Melting/Sublimation Regime 

Material 

Relative Erosion 

Rate 

Macroscopic 

Damage 

Microscopic 

Surface Damage 

Overall PFM 

Ranking 

SiC Great Great Great 1st  

Tungsten Great Ok Ok 2nd  

Ti2AlC Poor Great Ok 3rd  

Ti3SiC2 Poor Ok Poor 4th  

 

Both MAX phase ceramics demonstrated poor performance in their first high heat flux 

plasma exposures. In terms of the surface erosion parameter ΔtS, the maximum erosion rates of 

both materials were a few factors higher than SiC and W, as in Figs. 6.41 and 6.42 of Chapter 6. 

However, the greatest impact on performance is the surface fracture erosion mechanic seen in both 

MAX phase ceramics.  The MAX phases were originally selected for their reported thermal shock 

resistance at elevated temperatures. These microscopy results definitively conclude that the 

materials cannot survive such intense thermal shocks, at least when starting at room temperature 

conditions. The magnitudes of erosion damage recorded in Fig. 6.43 will be unacceptable for any 

reactor environment with unexpected ELMs or disruptions. Ti3SiC2 was more prone to deep 

surface fractures and material ejection than Ti2AlC. This observation is likely due to the slightly 

better thermal properties of Ti2AlC compared to Ti3SiC2. The thin melt-layer formation and bulk 

deformation observed in Ti2AlC probably dampened any bulk fracturing as well. For this reason, 

Ti2AlC is ranked the superior MAX phase ceramic under the ET plasma conditions. Tungsten did 

exhibit the best performance in terms of ΔtS with practically zero material erosion. However, 

extreme melt-layer formation and motion was observed across the entire surface, with melt-layer 

deformation observed to penetrate 1 – 7 μm deep. It is the melt-layer depth that is accounted for 

in Fig. 6.43 for tungsten. Consecutive exposures were seen to notably increase molten pit 
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formation and melt-layer motion, confirming long-term material performance concerns in studies 

for ITER [7]. Silicon carbide exhibited stellar performance by comparison, surviving up to 15 

consecutive ET plasma exposures of about 0.9 GW/m2 heat flux with an average erosion rate of 

about 20 μm/s. Evaluating both the erosion data and the observed material deformation 

mechanisms, silicon carbide demonstrated the best performance under the high heat flux ET 

discharges.  

With all of the aforementioned errors associated with this ET experiment campaign, it is 

important to recognize that the rankings in Table 7.2 are more qualitative in nature. Additionally, 

the erosion results represent the full, time-dependent materials response to ELMs/disruptions 

rather than erosion in an ideal ‘sublimation-dominated’ regime. A few suggestions are presented 

for any future experiments using the ORNL ET source. An additional method of heat flux 

measurement to complement any IR camera analysis is highly recommended, such as 

thermocouples attached to a specially engineered sample plus holder combination. A high-speed 

IR camera is still necessary for time resolution, as the feedback from thermocouples would be 

time-limited by sample thermal diffusivity. An IR camera with greater frame rate capabilities is 

highly recommended. Substantial reduction in heat flux uncertainty can be gained from taking 

temperature data closer to the peak of plasma flux impacting the sample surface. The last 

suggestion for any erosion rate experiments on the ET source is to incorporate heated samples if 

possible. The MAX phases, for example, might have avoided severe cracking if brought closer to 

their engineered operating temperatures. In a large-scale fusion reactor, the divertor and first wall 

will be operated at elevated temperatures but with active cooling systems. The time-dependent 

thermal response from ELM and disruption impacts will differ in this scenario from the ET 

exposures with no temperature control. The introduction of heating systems was briefly discussed 

for this experiment but eventually set aside due to time and safety constraints. The value of 

performing material exposure experiments at realistic operating temperatures is hereby 

emphasized.  

 

7.3 – Overall PFM Performance  

 

As described in Chapter 1, the alternative PFMs of interest are to be evaluated under 

reactor-relevant conditions expected in large-scale tokamaks. Practical materials must present a 
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sufficient lifetime under steady-state operating conditions with contingency room to handle 

erosion from undesired ELMs and disruptions. ITER will push material limitations into uncharted 

territory while striving to achieve a burning plasma and surpassing energy breakeven. At present, 

the ITER design represents the best estimate for conditions PFMs must handle in next-generation 

reactors. Predicted survival of these alternative PFMs in ITER is a good first step to their 

consideration in future devices.  

The steady state heat flux conditions in ITER are well established at 5 – 10 MW/m2, with 

the capability to handle up to 20 MW/m2 during planned, “slow” transient events [7,8,9]. The 

expectations of allowable ELMs and disruptions is more uncertain. For ELMs, the best-case 

scenario is total suppression via the RMP field coils. If those prove ineffective when scaled to 

ITER-size plasmas, the contingency plan is to operate the three pellet injector systems for ELM 

mitigation. Expected injection frequencies are currently set to be 45 – 60 Hz, with the goal of 

reducing ELM energies impacting the divertor to below 0.5 MJ/m2 [10]. The R&D efforts to 

determine the maximum acceptable disruption rate on ITER are ongoing. The disruption 

information found in references [7,9,11] can provide an estimate for this study. In these literature 

sources, the first W divertor is expected to last through the entirety of the first D-T fueled 

campaign, which will consist of about 12,000 pulses that equate to about 8*106 s of plasma 

exposure. These exposures will extend up to the maximum operating requirements, from Q = 2 up 

to Q = 10. They must also involve radiative divertor operations, providing up to a 90% reduction 

in radiated power. For disruptions, a conservative disruption fraction of 5% can be considered for 

these high current operations, with high expectations for disruption mitigation system efficiency 

of 95%. These rough estimates predict a total of 30 unmitigated, high-power disruptions during 

the D-T campaign, depositing heat fluxes as high as 2 – 75 GW/m2 [7]. 

Based on the erosion rate data from Section 7.1, tungsten would exhibit the lowest total 

erosion under steady state 10 MW/m2 conditions at ~8 mm. This rough calculation using DIII-D 

data ignores factors such as prompt redeposition that will likely be enhanced in the higher pressure, 

higher B ITER divertor region, further lowering the erosion rate. The current ITER W divertor 

utilizes a 6 mm thick W armor [12]. SiC and Ti3SiC2 erosion data from the DIII-D experiment then 

implies an order of magnitude increase to about 50 – 60 mm thick armor, which may or may not 

be practical for a reactor-scale tokamak. The analysis changes when considering possible ELM-

ing and disruption conditions. Assuming an ELM-ing H-mode regime with 45 Hz ELM mitigation 
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for half of the D-T ITER operations, an estimated 1.8*108 ELMs would be generated. However, 

not all of those ELMs impact the same surface area; a factor of 10-20 decrease is often appropriate 

to estimate the actual impact rate at DIII-D. Considering this for a 250 μs, 0.5 MJ/m2 series of 

ELMs alongside a series of conservative 2 GW/m2 disruption condition, an overall additional 

thickness of about 45 mm is estimated for W, without addressing melt-limits. For SiC, this 

translates to an equivalent 49 mm or so. Figure 6.43 implies an increased dimensional requirement 

on the order of meters for Ti3SiC2 or Ti2AlC, which is entirely unrealistic. For W, melting is 

predicted for Q = 10 operations, even including ELM broadening effects [7]. Modeling of erosion 

due to melt-layer motion and splashing is rapidly evolving [12] but was considered outside the 

scope of this dissertation work, so material loss is assumed but the exact amount is uncertain.  

 

For the final performance evaluation, an operating scenario is envisioned where high 

energy ELMs are mitigated, rather than suppressed, and disruptions go unmitigated every 1/400 

exposures. Considering both the quantitative and qualitative performance of the alternative PFMs 

across all dissertation experiments, the relative ranking for each material is displayed in Table 7.3. 

A visual comparison of each PFM’s performance (from the ET experiment) is also displayed in 

Figure 7.1 to further highlight the PFM rankings.  

 

Table 7.3 – Overall ranking of material performance across all experiments 

Overall PFM Performance Comparison  

Material 

Relative Erosion 

Rate 

Macroscopic 

Damage 

Microscopic 

Surface Damage 

Overall PFM 

Ranking 

SiC Ok Great Great 1st  

Tungsten Great Ok Ok 2nd  

Ti2AlC Poor Great Ok 3rd  

Ti3SiC2 Poor Ok Poor 4th  
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Figure 7.1 – Visual comparison of PFM performance from similar ET exposures, highlighting the 

overall PFM rankings for the dissertation. The materials are arranged in order of best to worst 

performance, with SiC showing the best erosion resistance and Ti3SiC2 the worst erosion 

resistance. 

  

Strictly from a physical sputtering erosion standpoint, W is the superior material, requiring 

almost 10x less material to build divertor armor tiles. However, the risk of macroscopic damage 

due to melt-layer motion is severe. ELM-ing regimes are enough to warrant melting concerns in 

ITER [7,9], let alone the risk due to unscheduled disruptions. The two major benefits to SiC in this 

regard are that it sublimates rather than melting while offering comparable thermal properties at 

elevated operating temperatures [Appendix A]. Other tangential benefits to using SiC rather than 

W include improved neutronics, low-Z ions for better plasma compatibility, and low tritium 

retention. If high-purity β-3C SiC can withstand ITER-grade ELMs and disruptions in the same 

manner as in the ET experiments, with little to no discernable surface damage, it is the clear 
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material choice for risky operational regimes. These benefits combined seem well worth the 

engineering cost of thicker PFM armor dimensions to compensate for higher sputtering yields. In 

an ideal reactor environment with no ELMs or disruptions, the MAX phase ceramics could serve 

as viable PFMs. However, considering the extreme erosion due to surface fracturing observed in 

Chapter 6, both Ti3SiC2 and Ti2AlC are likely unfit to serve as PFMs in either the divertor or first 

wall region. Another experiment with heated samples is the only foreseen avenue through which 

these two particular MAX phases should be again explored.    

 

7.4 – Final Remarks and Future Work Suggestions 

 

The final results plot envisioned in Fig. 1.4 of Chapter 1 was able to be constructed at the 

end of the dissertation study as Figure 7.2. The plot is not ideal, requiring linear extrapolations for 

some materials’ datasets as well as some tungsten data from the literature [1-4]. Points in Fig. 7.2 

with error bars are from this dissertation’s experiments while points without error are either 

extrapolated or from literature sources. Although it is not a complete picture, the log-log plot does 

provide a means of comparison between the alternative PFMs of interest across a wide range of 

heat flux values. In retrospect the type of erosion rate study is too complex to relate solely to the 

impinging heat flux. A material’s transition to a melting or sublimation dominated erosion regime 

is driven by both the average impinging heat flux magnitude and the average time duration of that 

heat flux. In this regard, the results displayed in Figs. 6.5 – 6.7 and Figs 6.41 – 6.43 are sufficient.  
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Figure 7.2 – PFM erosion rate comparison as a function of impinging heat flux, the final goal of 

this research work 

 

The FIB micro-trench technique was well-worth developing for this comprehensive 

erosion study. The advanced microscopy tools and techniques available at ORNL and NC State 

were utilized as best as possible, allowing for the successful development of a non-destructive 

post-mortem analysis technique. The precise localization of erosion results allowed for unique 

conclusions to be drawn with respect to micro-trench location, particularly in the DIII-D 

experiment. The combination of the micro-trench technique alongside AFM mapping proved 

especially intriguing for collaborators at DIII-D. Interest in ET source capabilities has also been 

piqued at ORNL, largely driven by the observed melting of tungsten samples.  

Although erosion results for the alternative plasma-facing materials of interest were not 

ideal, qualitative conclusions have been confidently made and broad estimations of PFM 

performance on an ITER-like tokamak have been performed. This dissertation highlights the 

importance of continued exploration into alternative PFMs, and has played the role of evaluating 

new materials while developing advanced analysis methods. For future work inspired by this 

dissertation, it is recommended to continue exploring well-engineered SiC materials and other 

ceramics that sublimate rather than melting. If further tokamak exposures are designed, such as on 
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DIII-D, a dedicated L-mode vs H-mode experiment with ideal exposure conditions would be 

valuable. This type of study would be well-complemented by plasma exposures on linear devices, 

such as Proto-MPEX/MPEX at ORNL, so long as the exposure conditions are made to match 

plasma impacts within a tokamak. For SiC in particular, a simultaneous test of the high-purity β-

3C CVD with SiC/SiC composites would be valuable as that material was not acquired for this 

study. Another recommendation is to further develop the micro-trench technique for dedicated ion 

impact angle studies, combining SEM imaging and AFM mapping capabilities with micro-

trenches specifically designed for a dedicated tokamak experiment. There might be possibilities 

for redeposition and material migration studies as well. As for the MAX phase ceramics, if they 

are again tested, it is recommended to test the MAX phases under heated conditions. This 

recommendation is particularly important for any further ELM or disruption studies. Different 

MAX phase ceramics should also be explored. Selecting MAX phases with better thermal and 

mechanical properties, irrespective of irradiation properties and commercial availability, could 

lead to vastly different erosion performance under extreme conditions. 
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Figure A.1 – DiMES IRTV Fits for Temperature vs. Intensity  
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Figure A.2 – PFM Thermal Properties 
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Figure A.3 – MAX Phase Ceramic Compositional Analysis  

 


